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Summary
Though reinforcement learning has been successfully applied to a variety of domains, there

is still room left for improvement, in particular, in terms of the final performance. Ensemble
Reinforcement Learning (ERL) tries to enhance reinforcement learning techniques by using
multiple models or algorithms. We propose a novel ERL technique, called Cascade which in
the context of continuous control tasks and with PPO as the base training algorithm clearly
outperforms standard PPO in terms of the final performance. To shine light on the working
mechanisms of Cascade, we conduct ablation studies, showing how the different components of
Cascade contribute to its overall performance. Furthermore, we demonstrate that Cascade has a
robust monotonicity as the ensemble’s performance increases with each additional base agent
even when weak base agents are added in large numbers.

Contribution(s)
1. The proposition of a novel Ensemble Reinforcement Learning (ERL) algorithm Cascade for

continuous control tasks that outperforms its base learner when using PPO as the underlying
reinforcement learning algorithm.
Context: To the best of our knowledge, there is no prior work where the ensemble policy
uses a convex combination of its base learners and still gains a significant performance
advantage.

2. By multiple ablation studies, we investigate the mechanisms contributing to Cascade’s
performance.
Context: We show that Cascade relies on all base learners being trained at all stages of the
training process as well as Cascade relying on sequentially adding base learners instead of
starting with the final network. Lastly, we show that Cascade can chain an arbitrary number
of base learners of arbitrary strengths without a loss in performance.
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Abstract

Though reinforcement learning has been successfully applied to a variety of domains,
there is still room left for improvement, in particular, in terms of the final performance.
Ensemble Reinforcement Learning (ERL) tries to enhance reinforcement learning tech-
niques by using multiple models or algorithms. We propose a novel ERL technique,
called Cascade which in the context of continuous control tasks and with PPO as the base
training algorithm clearly outperforms standard PPO in terms of the final performance.
To shine light on the working mechanisms of Cascade, we conduct ablation studies,
showing how the different components of Cascade contribute to its overall performance.
Furthermore, we demonstrate that Cascade has a robust monotonicity as the ensemble’s
performance increases with each additional base agent even when weak base agents are
added in large numbers.

1 Introduction

Ensemble Reinforcement Learning (ERL) tries to improve reinforcement learning methods by using
multiple models or algorithms. Advantages of ERL methods might stem from an increase in diversity,
increased representational capabilities, or avoidance of the reliance on a single, possibly inaccurate
predictor/decision-maker (Dietterich, 2000).

This paper’s research question was the development of a novel ERL algorithm that could perform well
on continuous control tasks. Hence our contribution is the proposal and experimental investigation
of an ERL algorithm named Cascade which sequentially adds agents to an ensemble as opposed to
starting with the full ensemble. The latest agent simultaneously learns a policy and how to integrate
itself into the ensemble consisting of all previous agents. Additionally, the ensemble is designed in
such a way that all ensemble members, once they are added, can refine their policy. Furthermore,
Cascade will set the ensemble up so that it can be trained end-to-end, thereby requiring the selection
of an arbitrary policy-based RL algorithm (such as PPO).

We show experimentally that Cascade, when using PPO to train the ensemble, outperforms PPO on a
variety of continuous control tasks in terms of the final performance. Additionally, the individual
components of Cascade were investigated, discovering that the sequential nature combined with
allowing every ensemble member to be trainable at all times, are the biggest performance contributors.
Furthermore, we show that Cascade is robust to the number of base agents as well as their expressivity
by demonstrating that even for large ensembles consisting of weak base agents, adding a base agent
almost always yields a performance improvement. In particular, we show that even agents, which on
their own lack the capacity to solve the considered tasks, can be effectively combined by Cascade
to solve these tasks. In this paper we focused mainly on PPO as it was the training algorithm that
synergizes best with Cascade.
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The paper is structured as follows: In Section 2 we give a short overview of ERL methods for
continuous control tasks. Afterwards, in Section 3 we will define the Cascade algorithm and explain
its intuition. The subsequent Section 4 presents experiments to answer structured research questions
on Cascade’s capabilities. In Section 5 we will give reasons for why Cascade works as well as it does
and discuss avenues for future work. At last, in Section 6 we summarize our main findings.

2 Related work

A plethora of different approaches to continuous control tasks using ERL exists. Januszewski et al.
(2021) use an ensemble of TD3-like (Fujimoto et al., 2018) agents to counteract the bias an individual
Q function and consequently the actor π has by using the ensemble to average out the bias. They do
this by simultaneously training an ensemble of differently initialized agents. At evaluation time, the
ensemble’s action is simply the average of the individual agents’ actions.

Li et al. (2023) propose a modification, called TEEN , which also trains an ensemble of actor-critics
but such that their state-action visit distributions are as diverse as possible to encourage exploration.
Additionally, they directly decrease the bias of the Q-functions targets by using a shared target that
contains the average of a random subset of the Q-function ensemble.

Saphal et al. (2021) developed SEERL which creates an ensemble of agents within just one training
cycle by regularly saving the agent’s current parameters. To promote diversity between the ensemble
members, they use a cyclical learning rate which ensures convergence before parameters are saved
and enough disturbance to get out of any local minimum. After training, they pick a subset of
the saved agents and combine them without any extra training phase by averaging or binning the
individual action outputs.

Chen & Huang (2023) introduce a hierarchical ensemble method named HED that trains an ensemble
of actor-critics on two different levels. First, on a lower level, where the agents are trained indepen-
dently of each other, and secondly on a higher level where the ensemble’s policy, which is the average
of the individual actor outputs, is updated in a fashion that promotes cooperation among the base
learners.

Liu et al. (2023) took a slightly different approach that aims at increasing the stability of the ensemble
algorithm. During training, they maintain an ensemble of actor-critics and compute their standard
policy gradients which are used to construct a single so-called robust policy gradient which is then
applied to all agents. The robust policy gradient is chosen in such a fashion that when applied to all
agents at once, maximizes the average of the expected returns of all ensemble agents.

Yet another approach, SUNRISE, is demonstrated by Lee et al. (2021) who also use an actor-critic
ensemble. They use the standard deviation of the ensemble’s Q-functions as an uncertainty measure
which is used to weigh samples and to construct an upper-confidence bound (UCB) during inference.
More specifically, each ensemble agent samples an action during inference. The action that maximizes
the UCB (which is a weighted sum of the Q-functions mean and standard deviation) is chosen as the
ensemble’s action.

Jaderberg et al. (2017) showed that an ensemble of agents can be used to optimize a hyperparameter
schedule. They keep a fixed size population of agents which are trained individually in parallel.
Regularly, the lowest scored agents are discarded and replaced by the better performing ones. To
promote further hyperparameter exploration, once the training state and hyperparameters have been
copied, the hyperparameters are slightly perturbed. Their method is applicable to continuous control
tasks even though it was not specifically designed for it.

In contrast to these works, Cascade does not necessarily produce an ensemble of agents that would
perform well on their own. The idea is that not every agent needs to know everything about the
task. They just need to be able to account for the weaknesses of other agents. Hence, Cascade solely
focuses on the performance of the entire ensemble and how the agents can optimally cooperate and
complement each other.
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Figure 1: Cascade net of size 3. Except for the bottom net b1, each net outputs a fallback action λi

∈ [0, 1] which is used for the convex combination.

More generally, Song et al. (2024) published a comprehensive survey on ERL thereby giving an
overview of the entire field. Their scope is broader than the restriction to continuous control as done
here.

3 Method

The main idea behind Cascade is to sequentially train base agents in such a fashion that a new base
agent always tries to optimally complement the current ensemble. This means that the base agent
should only learn to perform well or learn to adjust the ensemble in a subspace where the ensemble
performs poorly and otherwise delegate the task of choosing an action to the ensemble. The new base
agent can then be integrated into the ensemble to obtain a new, improved ensemble.

A naive approach to this is to train a base agent on a surrogate environment that extends the action
space of the original environment by an action we call the fallback action. The values of this fallback
action lie in the range [0, 1]. With a probability equal to the fallback action, instead of executing
the given action on the original environment, the action of the current ensemble is executed. The
newly trained base agent can then be integrated into the ensemble. The action of the new ensemble
is the action of the latest base agent with probability equal to its fallback action and otherwise the
action of the previous ensemble. Since the base agent could learn to fall back with a probability that
is arbitrarily close to 1 in all states, it is ensured that theoretically an arbitrary amount of base agents
can be chained without a loss in performance.

However, by sampling and then taking either the action of the base agent or the ensemble at each
step as well as treating the ensemble as a blackbox (surrogate environment), non-differentiability is
introduced. Additionally, the weaknesses of older base agents cannot be corrected, as only the latest
base agent is trained. To overcome this, a convex-combination of the current ensemble-policy πe and
the new base agent πb is used to obtain a policy π:

π(x) = λw(x) · πe(x) + (1− λw(x)) · πb(x) (1)

where x is a state and λw is the fallback action of the base agent. This policy π is then used for
training. Both the parameters of πe and πb remain trainable.

Any model that is used to represent base agents has to output the fallback action λ(x) ∈ [0, 1] in
addition to its usual action outputs. In the case of artificial neural networks (ANNs), the policy
π can be approximated by taking a convex combination of the network’s action outputs directly
(instead of the distributions they represent. For example, the convex combination of two normal
distributions is in general not the same as the distribution induced by the convex combination of
their parameters). If several ANNs are stacked this way, then this results in an architecture called
Cascade net. Fig. 1 shows how 3 base agents are chained which results in a Cascade net of size 3. For
reference, the pseudocode of the proposed technique to sequentially train a Cascade net is presented
in the supplementary materials. This algorithm will be referred to as Cascade.
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4 Experiments

First, it will be demonstrated that Cascade is able to clearly outperform the baseline on most MuJoCo
(Todorov et al., 2012) environments using PPO. The subsequent experiments will then shift their
focus towards studying individual components of Cascade to gain insights into the reasons for this
performance increase.

4.1 Experiment setup

Cascade as described in Section 3 was run on various MuJoCo tasks with a focus on the Ant-v4 and
Walker2d-v4 environments because these two differ greatly in terms of dynamics and complexity
which gives a good impression of how Cascade behaves in different settings. When not mentioned
otherwise, PPO was used as the algorithm to train the Cascade, 6 million environment steps took
place, and the Cascade net was extended every 1 million steps. For details and how performances (and
other metrics) were measured see supplementary materials Section B. The code for our experiments
is publicly available at https://github.com/codebro634/Cascade.

4.2 Standard Cascade

Fig. 2 shows the result when Cascade without any modifications as described in the experiment
setup was run on Ant-v4, Walker2d-v4, Humanoid-v4, Hopper-v4, and HalfCheetah-v4. We refer
to this setup as standard Cascade. For comparison, each graph also shows the PPO baseline (see
supplementary materials Section B.4) trained for 6 million steps. However, as mentioned in the
study design, different baseline performances emerge for different training durations since learning
rate annealing is used (see supplementary materials Fig. 9). Except for the Hopper-v4 and Walker
environment where Cascade performs slightly worse or only slightly better than the baseline, Cascade
decisively outperforms the baseline in all other environments after 6M steps. While in Ant-v4,
Humanoid-v4, and HalfCheetah-v4 the baseline performances are about equal when Cascade consists
only of one base net, Cascade takes the lead in performance shortly after a second base net is added
and grows the lead from there.

Next, we compared Cascade to a slightly different PPO agent that mimics a base agent of Cascade
as closely as possible. Therefore, a single base net (see supplementary materials Section B) will be
trained with PPO for 6 million steps. To mimic the conditions under which Cascade trained, the
learning rate was cyclical, linearly decreasing from its initial value to 0, every 1 million timesteps.
Other than changing the network architecture and learning rate schedule, everything else is identical
to the baseline PPO. Fig. 3 shows the performance results compared with standard Cascade.

Surprisingly, in Ant-v4, a single base agent reached a significantly higher performance than the PPO
baseline which just differs in the network size and learning rate schedule, which might suggest that
the byproduct of having a cyclical learning rate (remember, a new PPO instance is used every time
the Cascade net expands) adds to the performance of Cascade. This is not the case however, as
Cascade is very robust to different learning rate schedules (for details, see supplementary materials
F). Nonetheless, there is still a clear gap between the base agent and Cascade both in Ant-v4 and
Walker2d-v4.

Additionally, we evaluated the Cascade algorithm with SAC and DDPG as the base training algorithm,
as detailed in the supplementary materials in Section H. Using these training algorithms Cascade
did not outperform PPO, therefore we chose PPO as the default training algorithm for subsequent
experiments. It remains to be researched why Cascade synergizes so well with PPO in particular.

https://github.com/codebro634/Cascade
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(a) Ant-v4 (b) Walker2d-v4

(c) Humanoid-v4 (d) Hopper-v4

(e) HalfCheetah-v4

Figure 2: Performance graphs of standard Cascade (blue) vs PPO (red) on Ant-v4 (top left), Walker2d-
v4 (top right), Humanoid-v4 (bottom left), Hopper-v4 (bottom middle) and HalfCheetah-v4 (bottom
right) for 6 million environment steps.

Question 1: Can Cascade outperform any RL-algorithm while using the same RL-algorithm to train
its base agents?

Yes, Cascade using PPO as the training algorithm outperforms PPO in most of the considered
environments. In the cases Cascade outperformed PPO it managed to do so rather early,
requiring only two base agents. And in the environments Cascade does not or barely outperform
the baseline, the peak performance throughout training at least draws even with peak PPO
performance.

Though this paper’s focus was continuous action space environments, we also applied a slightly
modified version of Cascade to discretized versions of the MuJoCo environments (see supplementary
materials Section I) and found that though Cascade also outperforms PPO in most of the discrete
settings, the margins were very slim and Cascade took far longer to converge.

The final Cascade nets, obtained after running standard Cascade on Ant-v4 and Walker2d-v4, were
investigated in more detail to see how many changes were applied to the initial base agent after its
initial training phase. Ant: In this case, the entire Cascade mostly relies on the bottom base net
(i.e. the net at the bottom of the Cascade net with no fallback action): While the entire Cascade
net achieves an average performance of around 5.1k the bottom net alone reaches an average return
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Figure 3: Performance graph of Cascade (blue) and PPO with cyclical learning rate on a base net of
Cascade (green) for 6 million environment steps on Ant-v4 (left) and Walker2d-v4 (right).

of approximately 3.2k. All other policies further up the chain have a negative average return. As
hypothesized in the algorithm-description this base policy improved even past 1 million steps when
other agents were starting to be stacked on top. At 1 million steps the base policy performance was at
around 1.5k while it was approximately 3.2k by the end of training. Walker2d: These characteristics
differ for Walker2d-v4, as instead of improving past 1 million steps, the base policy degraded, going
from 2.5k to approximately 600. However, all other policies further up the chain still perform poorly
on their own, each with a performance of less than 100. Nonetheless, the entire chain still performs
well, performing slightly better than the PPO baseline with a performance of roughly 3.9k at the end
of training.

Question 2: Does Cascade still apply big changes to base agents once they are no longer at the top
of the cascade?

Yes, judging by the performance of the bottom base agent. However, depending on the
environment its performance may degrade or improve. Either way, the Cascade improves.

4.3 Keeping base nets frozen

Next, it was investigated how allowing every base net to be trainable at every stage of the training
process impacted the performance. For this, only the parameters of the latest base agent were trainable,
the rest were kept frozen. Fig. 4 shows the performance graphs compared to standard Cascade. It can
be observed that even though each training iteration leads to a minor improvement in performance for
the frozen version, the overall performance is drastically worse compared to the non-frozen version
for Ant-v4 and slightly worse for Walker2d-v4. This suggests that it is in fact vital for all base agents
to remain trainable to correct for imperfections, adapt to new normalization states (observation/reward
normalization is used by default, for details see supplementary materials Section B.4) and in general
make the entire network less rigid. The difference could in fact be partially explained by the ability to
adapt to new normalization states as both versions only slightly differ in their final performance when
no normalization is used (see supplementary materials Fig. 13). However, in the normed setting, older
base agents are modified beyond just adapting to new normalization states as could be seen in the
previous section where the policy of the oldest base agent changed drastically which was indicated
by the drastic change in its average performance.

Question 3: What is the impact on the performance when keeping the parameters of the current
ensemble frozen when training a new base agent?

Keeping the parameters frozen severely worsens performance.

4.4 Starting with the final Cascade net

Next, the effect of sequentially adding base agents to the Cascade was tested. For this, the Cascade net
obtained at the end of training was used right from the start. To have the same training conditions, the
learning rate was cyclical, linearly decreasing from its initial value to 0, every 1 million environment
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Figure 4: Performance graphs of standard Cascade (blue) vs Cascade with the weights of all but the
latest base-net frozen (green) on Ant-v4 (top) and Walker2d-v4 for 6 million environment steps.

Figure 5: Performance graphs of standard Cascade (blue) versus Cascade where the final net of
standard Cascade is trained right from the start (green) on Ant-v4 (top) and Walker2d-v4 (bottom) for
6 million environment steps.

steps (as PPO used to train the base agents in standard Cascade uses learning rate annealing. See
supplementary materials Section B). Fig. 5 shows the performance results for this experiment on
Ant-v4 and Walker2d-v4.

In both environments, the sequential variant clearly outperforms its non-sequential counterpart. While
in Ant-v4, the sequential variant outperforms right from the start and ends with a final performance
almost twice that of the non-sequential version, in Walker2d-v4 the sequential variant only takes the
lead in performance during the third iteration and ends only with a small advantage.

This shows that the architecture itself is not the deciding factor for performance. In fact, there
seems to be nothing inherently special to this architecture, as it performs worse than the standard
feedforward architecture used for the baseline experiments.

Question 4: How does the performance of training the final Cascade net right from the start compare
to adding the base agents sequentially?

Training the final Cascade net right from the start performs significantly worse than adding the
base agents sequentially, thus proving that it is in fact vital to slowly build up the Cascade.

4.5 Fallback action characteristics

Now, the tendency of base agents to fallback will be looked into. This was done by measuring the
average fallback actions of different base nets over the course of training. This was done for three
different fallback action initializations, namely {0.05, 0.5 (Default), 0.9} (To see how this is done,
see supplementary materials Section E).

First, simply the product of all fallback actions of all base agents within the Cascade net was measured.
This is the contribution of the bottom base net to the final output. Fig. 6 shows this product over the
course of training on Ant-v4 and Walker2d-v4. In all settings, the fallback product slowly decreases
as the Cascade grows. However, during every iteration, the product mostly increases (except for
the first two iterations with the 0.9 initialization). This shows that the base agents have a clear
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Env Init λ2 λ3 λ4 λ5 λ6

Ant 0.05 0.97 0.99 0.99 0.97 0.55
Ant 0.5 0.96 0.96 0.96 0.96 0.88
Ant 0.9 0.95 0.97 0.97 0.97 0.96

Walker2d 0.05 0.66 0.82 0.79 0.80 0.56
Walker2d 0.5 0.82 0.85 0.92 0.90 0.81
Walker2d 0.9 0.84 0.89 0.91 0.95 0.94

Table 1: The final average fallback action of each base net in the Cascade net when standard Cascade
was run on Ant-v4, Walker2d-v4 and with different fallback initializations for 6 million environment
steps. λ2 is the average fallback of the second oldest base net and λ6 is the fallback of the one added
last. The first base net isn’t listed because it does not have a fallback action.

tendency towards fallbacking. This tendency is slightly stronger in Ant-v4 than in Walker2d-v4. For
reference, if each base net would assign 0.5 to its fallback action then the bottom base net would only
account for 0.55 = 0.03125 of the final output. Since in each setting (except the 0.05 initialization in
Walker2d-v4) the fallback product is ≥ 0.5 means that it is the bottom base net that contributes most
to the final output.

(a) Ant-v4 (b) Walker2d-v4

Figure 6: Product of all base agents’ fallback actions over the course of training for 6 million
environment steps with fallback initializations of 0.9 (yellow), 0.5 (blue) and (0.05) green.

To see how the product is made up and how different base nets contribute to it, the fallback action of
the individual base nets was tracked. Tab. 1 lists the final average fallback action of each base net for
all settings. In the case of the 0.05 or 0.5 initialization, it is the 6th base net that contributes either
the most or second most to the final output of the Cascade net. In the case of the 0.9 initialization,
the base nets (except the bottom one) contribute roughly equally to the final output. Note that the
contribution of the i-th net is (1 − λi) · λi+1 · . . . · λ6 for i > 1 and λ2 · . . . · λ6 for i = 1 . Still,
in all cases (except for 0.9 initialization) and no matter the position in the Cascade, the final base
agent’s fallback is always significantly higher than what it started with, in most cases ending up well
above 0.8.

Why for the cases 0.05 and 0.5 the 6th base net is the biggest or second biggest output-contributor can
be best understood by looking at the fallback graph over the course of the training of an individual
base agent. Fig. 7 shows this graph for the second to bottom base net for Ant-v4 and Walker2d-v4.

It becomes evident, that the base nets only reach their highest fallback value once they are no longer
at the top of the Cascade. So naturally it is the last added base net (in this case the 6th) that has the
lowest fallback value. On top of that, its final output contribution is directly given by 1− λ6 (i.e. no
other nets can lower the contribution other than itself). This explains why it is either the biggest or
second biggest contributor to the final output.
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(a) Ant-v4 (b) Walker2d-v4

Figure 7: The average fallback action value for the second oldest base agent (i.e. the first one that has
a fallback action) over the course of 5 million environment steps after this base agent has been added.
This value has been plotted for Cascade with 0.5 (blue) and 0.05 (green) as the fallback initialization.
Note that the spiky fallback change that occurs whenever a base net is added to the Cascade comes
from the sudden change in the state distribution that goes along with adding a new base net.

Question 5: Do the base agents have a tendency towards fallbacking or not and which base agents
contribute most to the final output?

Given different fallback action initializations of different magnitudes, all base agents always
learned to assign a large value to the fallback action. Hence there is a clear tendency to fallback.
In general, it is the bottom base net that contributes the most and the last added base net that
contributes the second most to the final output.

4.6 Tiny Cascade nets

To push the hypothesis to its limits, Cascade will be applied to extremely small base nets with
only one hidden layer of size 1. A lower training duration of only half a million steps will also be
considered to make it hard for Cascade to effectively chain base agents. 16 of these tiny base nets
will be combined with Cascade. Fig. 8 shows the results of this experiment.

Figure 8: Performance graphs of Cascade with minimal base agents (one hidden layer of size 1) that
are added every 1 million (green) or 0.5 million (yellow) steps for 16 million environment steps on
Ant-v4 (top) and Walker2d-v4 (bottom).

As expected, the performances are much worse than those of standard Cascade. However, even
though 16 base agents were chained, there was always a monotone performance increase from one
iteration to another, even near the end when the Cascade consisted already of more than 10 base
agents. At worst, the performance after a base agent was added only drew even to that of the previous
iteration. This even held true for the case with only half a million training steps per iteration.
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Question 6: Can a high number of base agents be chained without a loss in performance?

Yes. In all considered settings (Standard Cascade and Cascade with tiny base agents) adding
additional agents to the Cascade has always been beneficial regardless of the training duration
per iteration or the expressive capabilities of the added base agents.

5 Discussion

5.1 Reasons for the performance gain

Though the conducted experiments showed that the performance increase of Cascade over the standard
PPO baseline is nontrivial and coming mainly from the fact that the base agents are added sequentially
and that even older base nets are trainable at all times, the reasons why this is so effective remain
unclear. Likely, there are many factors contributing to it. Two of these might be the following:
First, regularly adding a net base agent helps with exploration: Directly after adding a base net the
output of the entire cascade is greatly perturbed such that it initially becomes essentially random, as
can be observed by the sharp drops in the performance graphs, thereby causing a huge shift in the
state-distribution. Secondly, adding fresh networks prevents the Cascade net from losing its plasticity.
Neural plasticity loss (Lyle et al., 2023) is a phenomenon where neural networks slowly lose their
ability to train and adapt to new optimization targets which is present in reinforcement learning. In
Section J in the supplementary materials, we measured the plasticity gain caused by adding a new
ensemble member to the cascade.

5.2 Future work

First, pinpointing the exact causes of performance gain remains an open question that should be
addressed in future work. In particular, it can be investigated why Cascade synergizes so well PPO yet
yields only very little improvement in conjunction with other RL-algorithms. Even when considering
only PPO, there are performance differences depending on the environment. It is worth investigating
why in Hopper specifically, Cascade did not outperform PPO.

Future work might also include generalizing the strictly sequential nature of the resulting chain. It
could be interesting to see what happens if the base nets choose between k nets (instead of k = 1)
to fall back to. One possibility to implement this is to train groups of k nets (perhaps as diverse as
possible), each of which has fallback access to each of the k nets of the previous group. Or more
extremely, the entire output is directly determined by the latest base agent in the cascade, which
assigns a fallback weight to all other base nets. In standard Cascade, all agents remain trainable and it
showed that freezing all base nets except the top one mostly hampers performance. However, it could
be interesting to see if this holds true if some sort of attention mechanism is used to dynamically
control which base nets are frozen and which remain trainable. Perhaps at a certain size of the
cascade, no new agents should be added and it is beneficial to train inner agents and leave the top
agent frozen.

Application to different domains: The behavior of Cascade could be studied on a larger suite of
environments. For example, surveying the Atari benchmark could lead to new insights. Additionally,
multi-agent problems with a combinatorial action space might be worth investigating as they come
with a natural way of delegating the task between the action nets (one action net for each agent).

Hyperparameter optimization: The RL-baselines used for comparison were highly optimized version
of PPO, SAC and DDPG. However, little to no hyperparameter optimization took place for Cascade.
And the hyperparameters that were tuned, were high-level ones such as the number of base agent’s
training steps in Cascade. However, Cascade might be sensitive to the hyperparameters of the
employed training algorithm.
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6 Summary

In this work, an ERL method, called Cascade has been proposed and experimentally verified on some
MuJoCo environments. With some minor high-level hyperparameter tweaking, Cascade managed to
decisively outperform the PPO baseline on 4 out of 5 MuJoCo environments. Also, standard Cascade
proved to be an effective tool for combining a large number of base agents no matter their training
time or expressive capabilities. The characteristics of Cascade were investigated and it was found that
the base agents have a natural tendency to assign a large value to their fallback action which led to the
bottom base agent contributing most to the Cascade’s output. By observing the bottom base agent’s
performance, it was discovered that Cascade makes heavy use of the freedom to change older agents
in the cascade. In fact, keeping older base agents frozen proved detrimental to performance in a
normalized environment. It also proved vital that the Cascade is built sequentially since starting with
the final Cascade net also hampered performance thus showing that the architecture is not special but
rather its sequential buildup.
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