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Abstract

Deep Reinforcement Learning (DRL) has become popular due to promising results
in chatbot, healthcare, and autonomous driving applications. However, few DRL
algorithms are rigorously evaluated in terms of their space or time efficiency, mak-
ing them difficult to develop and deploy in practice. In current literature, existing
performance comparisons mostly focus on inference accuracy, without considering
real-world limitations such as maximum runtime and memory. Furthermore, many
works do not make their code publicly accessible for others to use. This paper
addresses this gap by presenting the most comprehensive resource usage evaluation
and performance comparison of DRL algorithms known to date. This work focuses
on publicly-accessible discrete model-free DRL algorithms because of their practical-
ity in real-world problems where efficient implementations are necessary. Although
there are other state-of-the art algorithms, few were presently deployment-ready for
training on a large number of environments. In total, sixteen DRL algorithms were
trained in 23 different environments (468 seeds total), which collectively required
256 GB and 830 CPU days to run all experiments and 1.8 GB to store all models.
Overall, our results validate several known challenges in DRL, including exploration
and memory inefficiencies, the classic exploration-exploitation trade-off, and large
resource utilizations. To address these challenges, this paper suggests numerous op-
portunities for future work to help improve the capabilities of modern algorithms.
The findings of this paper are intended to aid researchers and practitioners in im-
proving and employing DRL algorithms in time-sensitive and resource-constrained
applications such as economics, cybersecurity, robotics, and the Internet of Things.

1 Introduction

Lately, Deep Reinforcement Learning (DRL) has become widespread due to the growing popularity of
deep neural networks, the rise of big data, and the overwhelming success in various applications (Li,
2017). For example, OpenAI (2023)’s GPT-4 is fine-tuned using DRL from human feedback to
answer questions, summarize information, and translate text (Christiano et al., 2017; Uc-Cetina
et al., 2023; Liu et al., 2023). In healthcare, DRL has been used to automatically diagnose medical
conditions and develop drugs and treatment regimes (Yu et al., 2021). In the autonomous driving
domain, DRL has been used to optimize navigation, estimate safety and risk, and predict intentions
of pedestrians and other vehicles (Kiran et al., 2021). DRL has also been used in other domains such
as finance, advertising, and games (Fischer, 2018; Zhao et al., 2019; Fürnkranz, 2001; Shao et al.,
2019). Overall, DRL plays a critical role in many areas in the public and private sectors.

However, few DRL algorithms have been rigorously evaluated, and hence understood, in terms
of their time and memory utilizations, which makes it difficult for others to understand which
algorithms, if any, can be practically deployed for a given use case. Although there exist some
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performance comparisons, many only report inference accuracy (e.g., return) without considering
practical limitations such as runtime and memory constraints, and do not publicly release their
code. To address these challenges, this paper presents a comprehensive resource usage evaluation
and performance comparison of several popular DRL algorithms.

This paper primarily concerns publicly-available discrete model-free DRL algorithms. Although
there are other state-of-the art algorithms, few are deployment-ready for training on a large number
of environments and, hence, would likely not be adopted in a real-world scenario. Discrete DRL
was chosen because of its popularity in real-life applications due to the reduced computational
complexity of finite actions spaces, versus the infinite action spaces in continuous DRL (Smart &
Kaelbling, 2000). Model-free DRL is used instead of model-based DRL because of the former’s ease
of implementation and tuning in environments without a ground-truth model, which is not available
in most practical applications (Sutton & Barto, 2018). Due to these reasons, publicly-inaccessible,
continuous, and model-based DRL algorithms are considered out of scope for this study. To our
knowledge, this paper presents the most exhaustive resource usage evaluation and performance
comparison of DRL algorithms to date, with the following contributions:

• Performance analysis of sixteen DRL algorithms in twenty-three different base environments
(468 environment seeds), considering rewards, runtimes, and memory usages

• Open challenges, recommendations for future work, and practical implications
• Re-implemented source code available to facilitate future benchmarking endeavors, collab-

oration, and development of new technologies1

The rest of this paper is organized as follows. Sec. 2 overviews the related works to motivate this
study. Sec. 3 describes the performance analysis methodologies. Sec. 4 presents the results and
discussion. Sec. 5 presents open challenges, recommendations, and practical implications. Finally,
the paper is concluded in Sec. 6 with the key takeaways and future works.

2 Related Works

Prior works related to this study are described in the following subsections. First, existing re-
views and comparisons of DRL algorithms are discussed to identify research gaps and highlight the
importance of the proposed work. The next subsection introduces bsuite, the RL environment
suite underpinning this study. Finally, an overview of the existing algorithms used in this paper’s
methodology is provided.

2.1 Existing Reviews and Comparisons

There are a variety of literature reviews and application surveys in DRL literature that are rich in
theory. Literature reviews such as Mousavi et al. (2018), Li (2017), Arulkumaran et al. (2017), Dayan
& Niv (2008), and Glorennec (2000) compare DRL algorithms using mathematical equations and
pseudocode. Application surveys such as Esteso et al. (2022), Noaeen et al. (2022), den Hengst et al.
(2020), and Tran-Dang et al. (2022) investigate the applications of different DRL algorithms across
various domains using keyword analyses and bibliometric studies. This paper seeks to complement
these theoretical works from a practical perspective by offering a resource usage evaluation and
performance comparison with experimental results.

Although there exist some performance comparisons in the DRL literature, most works focus only
on inference accuracy (e.g. reward) and rarely report runtimes or memory usages (Fujimoto et al.,
2019; Stone et al., 2021; Lin et al., 2021). Of the few works that have addressed time and space
efficiencies, Wang et al. (2019) focused on model-based DRL whereas Duan et al. (2016) focused on
continuous DRL, which are both considered impractical in many real-world scenarios, for reasons
discussed in Sec. 1. Moreover, very few existing works in DRL literature publicly release their
source code. This study seeks to build upon the existing works by offering a robust resource usage

1source code available at https://github.com/olivia-dizon-paradis/RLPerformanceAnalysis

https://github.com/olivia-dizon-paradis/RLPerformanceAnalysis
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evaluation and performance comparison of DRL algorithms, and publicly release the source code for
others to incorporate into their frameworks.

2.2 Behavior Suite for Reinforcement Learning

This work uses DeepMind’s Behaviour Suite for RL (bsuite), i.e. the “MNIST of RL”, which
is a publicly-available suite of twenty-three different base environments (468 seeds total) (Osband
et al., 2019a). Although there are a variety of other environment suites, such as Brockman et al.
(2016)’s OpenAI Gym classic control environments, Todorov et al. (2012)’s Multi-Joint dynamics
with Contact (MuJoCo), Bellemare et al. (2013)’s and Machado et al. (2018)’s Atari 2600, Tassa
et al. (2018)’s DeepMind Control Suite, and Cobbe et al. (2020)’s Procgen, bsuite was found to be
the most comprehensive in testing core RL capabilities for fundamental research and generalization.
Among the twenty-three different base bsuite environments, 468 total unique environment seeds,
or variations, are defined. Each environment is categorized into seven different tags, or categories,
based on core challenges in DRL: ‘basic’, ‘noise’ , ‘scale’, ‘exploration’, ‘credit assignment’, ‘memory’,
and ‘generalization’ (Osband et al., 2020). A summary of all environments can be found in Table 1.

Table 1: Overview of the 23 different bsuite environments (Osband et al., 2020).

Environment Tagsa # Actions # Episodesb Observation Shapec id

bandit bas 11 10000 (1, 1) 20
bandit_noise noi 11 10000 (1, 1) 20
bandit_scale sca 11 10000 (1, 1) 20

cartpole bas, cre, gen 3 1000 (1, 6) 20
cartpole_noise gen, noi 3 1000 (1, 6) 20
cartpole_scale gen, sca 3 1000 (1, 6) 20

cartpole_swingup exp, gen 3 1000 (1, 8) 20
catch bas, cre 3 10000 (10, 5) 20

catch_noise cre, noi 3 10000 (10, 5) 20
catch_scale cre, sca 3 10000 (10, 5) 20
deep_sea exp 2 10000 {(2n, 2n)|5 ≤ n ≤ 25} 21

deep_sea_stochastic exp,noi 2 10000 {(2n, 2n)|5 ≤ n ≤ 25} 21
discounting_chain cre 5 1000 (1, 2) 20

memory_len mem 2 10000 (1, 3) 23
memory_size mem 2 10000 {(1, n)|3 ≤ n ≤ 42, logspaced} 17

mnist bas, gen 10 10000 (28, 28) 20
mnist_noise gen, noi 10 10000 (28, 28) 20
mnist_scale gen, sca 10 10000 (28, 28) 20

mountain_car bas, gen 3 1000 (1, 3) 20
mountain_car_noise gen, noi 3 1000 (1, 3) 20
mountain_car_scale gen, sca 3 1000 (1, 3) 20

umbrella_distract cre, noi 2 10000 {(1, n)|4 ≤ n ≤ 103, logspaced} 23
umbrella_length cre, noi 2 10000 (1, 23) 23

TOTAL 468
a Environment tags (i.e. categories), shortened to the first three letters
b Number of episodes an agent is trained on each seed
c Shape of the observation tensor describing the environment’s state. Note, for all sets in this column, n ∈ N
d Number of unique environment seeds (i.e. variations)

2.3 Existing Deep Reinforcement Learning Algorithms

Given the abundance of different DRL algorithms and variations, this paper focuses on several pop-
ular and representative algorithms for each of the main paradigms, especially those with publicly
available code. For example, traditional Q-learning methods, i.e. value-based methods that aim to
optimize the expected return based on a function of the expected immediate reward, include DQN,
Double DQN, and Dueling DQN (Mnih et al., 2013; Van Hasselt et al., 2016; Wang et al., 2016).
Distributional Q-learning algorithms, which build on traditional Q-learning models by incorporating
full distributions instead of scalar expectations for reward calculations, include Categorical Deep Q-
Network (C51) and Rainbow DQN (Bellemare et al., 2017; Hessel et al., 2018). Quantile methods,
which further build upon the distributional Q-Learning algorithms by modeling the reward distribu-
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tions as quantile functions rather than probability mass functions, include Implicit Quantile Network
(IQN) and Fully-parameterized Quantile Function (FQF) (Dabney et al., 2018; Yang et al., 2019).
Policy gradient algorithms, which are policy-based methods that explicitly build a mapping between
states and actions, include REINFORCE and Natural Policy Gradient (NPG) (Sutton et al., 1999;
Kakade, 2001). Actor-critic methods, which combine the value-based and policy-based approaches
by using both an “actor” to estimate a policy and a “critic” to estimate the value function, include
Synchronous Advantage Actor-Critic (A2C), Proximal Policy Optimization (PPO), and Discrete
Soft Actor-Critic (SAC) (Mnih et al., 2016; Schulman et al., 2017; Christodoulou, 2019). In ad-
dition, there are also several algorithms specifically designed to address certain challenges in RL,
such as Boot DQN (which aids exploration) and A2C RNN (which improves memory). Boot DQN
is a DQN variant adapted specifically for exploration problems by using bootstrapping methods to
approximate action-value distributions (Osband et al., 2016; 2019b; 2018). A2C RNN is an A2C
variant adapted specifically for memory (or exploitation) problems, through the use of a recurrent
network to approximate temporal relationships (Williams, 1992; Hochreiter & Schmidhuber, 1997).
There are a variety of different ways to classify different DRL algorithms, and many algorithms
combine different approaches so they may belong in multiple groups. Here, algorithms are grouped
based on their base code implementations for written clarity and ease of reading, particularly for the
next section. Although there are certainly other state-of-the art algorithms, very few have publicly
accessible code or are not yet deployment-ready for training on a massive number of environments
at this time.

3 Methodology

In this study, sixteen DRL algorithms were trained in 23 different base environments (468 seeds),
resulting in a total of 7,488 trained agents. Programs were run using Python 3.8.16 (2022), Osband
et al. (2020)’s bsuite v0.3.5, and Weng et al. (2022)’s Tianshou v0.5.0. Experiments were conducted
on NVIDIA GeForce 2080Ti nodes, each with a cyclic allocation of 16GB CPU and 11GB GPU for
processing. In total, it took 256 GB and 830 days CPU time (i.e., sixty-nine days on a twelve-node
parallel system) to run all experiments and 1.8 GB to store all models.

3.1 Reinforcement Learning Algorithms

Implementation details for the sixteen DRL algorithms used in this study are described in the
following subsections. Unless otherwise stated, this work primarily uses algorithm implementations
from Weng et al. (2022)’s Tianshou framework. Although there are a variety of other state-of-the-art
methods and libraries such as Hill et al. (2018)’s and Raffin et al. (2021)’s Stable Baselines, Kuhnle
et al. (2017)’s Tensorforce, Liang et al. (2018)’s RLlib, Pardo (2020b)’s Tonic, Hoffman et al. (2020)’s
Acme, Huang et al. (2022)’s CleanRL, and D’Eramo et al. (2021)’s MushroomRL, Tianshou was
found to offer the best balance between the number of supported algorithms, training time, and
memory consumption at the time of writing given the sheer number of environment seeds and the
limited available resources. Although most architectures and hyperparameters were kept faithful
to their original base implementations, some parameters among similar algorithms (e.g., discount
factor for DQN and double DQN) were set so agent training methodologies were more consistent.

3.1.1 Traditional Q-Learning

Deep Q Network (DQN), Double DQN, and Dueling DQN were implemented with a feedforward
multilayer perceptron (MLP) with two sixty-four-unit hidden layers and reLU activation functions.
The Dueling DQN’s action value (Q) and state value (V) heads each had an additional thirty-two-
unit hidden layer. For all Q-learning models, the discount factor was set to 0.99 and the number of
steps to look ahead was set to one.
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3.1.2 Distributional Q-Learning

Similar to the traditional Q-learning methods, Categorical Deep Q-Network (C51) and Rainbow
DQN were both implemented with the same MLP architecture, discount factor, and number of steps
to look ahead. For both distributional Q learning methods, the number of atoms (or “canonical
returns”) was set to the recommended value of fifty-one, with the values of the smallest and largest
atoms set to negative and positive ten, respectively.

3.1.3 Quantile

Implicit Quantile Network (IQN) was implemented using a thirty-two-unit hidden layer quantile Q-
Network with a double sixty-four-unit hidden layer preprocess MLP. Fully-parameterized Quantile
Function (FQF) was implemented using a quantile Q-Network similar to IQN, but with an addi-
tional fraction proposal network set to propose thirty-two fractions. For both quantile methods,
the discount factor, the number of steps to look ahead, and the number of cosines to use for cosine
embedding were set to 0.99, 1, and 64, respectively.

3.1.4 Policy Gradient

REINFORCE Policy Gradient was implemented with a similar MLP and discount factor as the
traditional Q-Learning methods. Natural Policy Gradient (NPG) was implemented with thirty-two-
unit hidden layer actor and critic modules, where each module consisted of a double sixty-four-unit
hidden layer preprocess MLP. For both policy gradient methods, a “categorical” distribution was
used for computing the actions.

3.1.5 Actor-Critic

Synchronous Advantage Actor-Critic (A2C), Proximal Policy Optimization (PPO), and Discrete Soft
Actor-Critic (SAC) were all implemented with a similar actor-critic architecture to NPG. In addition,
A2C’s and PPO’s discount factor, value loss weight, entropy loss weight, and action distribution were
set to 0.99, 0.5, 0.01, and “categorical”, respectively. Discrete SAC’s discount factor, τ parameter
for soft update of the target network, and entropy regularization coefficient were set to 0.99, 0.005,
and 0.2, respectively. Moreover, Discrete SAC was designed with an additional critic module, i.e.,
it had one actor and two critics in total.

3.1.6 bsuite Baselines

In addition, five bsuite baselines were re-implemented from Osband et al. (2020) for comparison:
four from baselines/tf (A2C, DQN, Boot DQN, and A2C RNN) and the randomly-acting agent
from baselines/random. A2C was implemented with a double sixty-four-unit hidden layer policy
value net. DQN was implemented with a double fifty-unit hidden layer MLP. Boot DQN was
implemented with a twenty-network ensemble architecture, with each network defined with a similar
architecture as the bsuite DQN baseline. A2C RNN was implemented with a double sixty-four-
unit hidden recurrent layers. As a simple, naive baseline for comparison, experiments were also run
using a randomly-acting agent, which randomly picked actions with equal probability. Although
bootstrapping and recurrency may be implemented for other algorithms, this paper focused on the
algorithms implemented in Osband et al. (2020) at the time of writing for baseline comparison.

Agents were trained using the protocol described in Osband et al. (2019a) and tensorflow baseline
scripts in bsuite (Osband et al., 2020), which defines the number of training episodes for each
environment seed. To ensure the same experiment runner code could be used for DRL algorithms
from different libraries, minor changes were made to variable and object names. Agents were trained
with an Adam optimizer and random seed of 42 for the random number generator. A summary of
the DRL algorithms used in this study can be found in Table 2.
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Table 2: Architecture summary of reinforcement learning models used in this study.

Type Model # Paramsa lrc bufferd General Architecturee

Traditional DQN 5k-164k 3e-4 1e4 MLP
Q-Learning Double DQN 5k-164k 3e-4 1e4 MLP

Dueling DQN 9k-168k 3e-4 1e4 MLP + (ActionValueHead + StateValueHead)
Distributional C51 11k-171k 3e-4 1e4 MLP + 51 Atoms

Q-Learning Rainbow 11k-171k 3e-4 1e4 MLP + 51 Atoms
Quantile IQN 5k-165k 3e-4 1e4 MLP + CosineEmbedding

FQF 5k-165k 3e-4 1e4 MLP + CosineEmbedding + FractionProposal
Policy Gradient REINFORCE 5k-164k 3e-4 1e4 MLP

NPG 19k-658k 3e-4 1e4 MLP + (Actor + Critic)
Actor-Critic A2C 19k-658k 3e-4 1e4 MLP + (Actor + Critic)

PPO 19k-658k 3e-4 1e4 MLP + (Actor + Critic)
SAC 24k-823k 3e-4 1e4 MLP + (Actor + 2 Critics)

bsuite Baselines A2C 5k-164k 3e-3 32 MLP + (Actor + Critic)
DQN 3k-128k 1e-3 1e4 MLP

Boot DQN 114k-5108kb 1e-3 1e4 20 MLPs
A2C RNN 38k-197k 3e-3 32 RNN + MLP + (Actor + Critic)

a Range of trainable parameters, i.e. size of the agent trained on the smallest/largest state-action space environment
b Boot DQN is an ensemble of multiple DQNs, with each individual DQN possessing 6k-255k trainable parameters
c Learning rate for the Adam optimizer
d Buffer size
e Although environments varied, the general internal architectures for each algorithm were kept consistent

3.2 Evaluation

To evaluate the resource usage and performance of the DRL agents, this study considers runtime,
memory usage, and inference accuracy. Runtime was measured in terms of the wall time needed to
train each agent, with the timer starting after agent/environment initialization, and ending before
model-saving, testing, and evaluation. Memory usage was measured in terms of the amount of space
needed to initialize, update, and save the different agent models. Inference accuracy was computed
using bsuite’s evaluation framework, by averaging their results across various episodes (Osband
et al., 2020). For ease of optimization, performances for most environments were computed as
functions of normalized regret scores, i.e. the difference between the payoff of an agent’s action and
the payoff of the optimal action. For one episode, the bsuite performance score, β, was computed
for most environments as 2:

100 ×

(
1 − 1

T

T∑
t=0

r∗
t − rt

r∗

)
, (1)

where T is the maximum number of timesteps per episode, r∗
t is the reward for taking the best

possible action at timestep t, and rt is the reward the agent actually received at timestep t. Here,
obtained reward is subtracted from and divided by the optimal payout, so scores are normalized to
allow comparison of performances among environments with different optimal payouts. This term is
then divided by T so scores are normalized to allow comparison of performances among environments
with different maximum timesteps. Finally, the term is subtracted from one and multiplied by one
hundred so results are scaled between zero and one hundred, with the latter defined as the optimal
value. To provide insight into each DRL agent’s overall performances, results are summarized in the
following section by environment tag.

4 Results and Discussion

The inference accuracy, runtime, and memory utilization for each algorithm are summarized by tag
in Tables 3, 4a and 4b, respectively. In these tables, “bas”, “noi”, “sca”, “exp”, “cre”, “mem”, and
“gen” are three-letter abbreviations for each of the seven tags, as listed in Sec. 2.2.

2Note: Although “most environments” were evaluated this way, a different scoring function needed to be used for
exploration environments (e.g. deep sea, deep sea stochastic, and cartpole swingup) to prevent penalizing agents
for exploring. See Osband et al. (2019a) for more details.
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4.1 Inference Accuracy

Quantitatively, the top performing agents in our experiments were as follows. For the ‘basic,’ ‘noise,’
‘scale,’ and ‘generalization’ environments, the top performers were bsuite DQN and then Boot
DQN, with the next-best algorithms trailing by about twenty to thirty points. For the ‘exploration’
and ‘memory’ environments, Boot DQN and A2C RNN performed best, respectively, while other
agents produced relatively insignificant scores. For the ‘credit_assignment’ environments, the top
performing agent was bsuite DQN, with Boot DQN, Double DQN, and tianshou DQN trailing
by about ten points. Overall, bsuite DQN outperformed in all environment categories except
‘exploration’ and ‘memory,’ where Boot DQN and A2C RNN performed best, respectively.

There are several potential explanations for the observed quantitative results. The bsuite imple-
mentations of DQN and Boot DQN, which both encouraged exploration, likely performed well overall
because many environments required some level of exploration to prevent from getting stuck in lo-
cally optimal, but globally suboptimal, solutions. Boot DQN likely outperformed in the exploration
environments because its use of the bootstrap method encouraged higher levels of exploration. For
the same reason, Boot DQN likely performed poorly in the memory environments because they did
not require (i.e. penalize) heavy exploration. A2C RNN likely performed the best in the mem-
ory environments because the recurrent RNN backbone facilitated its ability to approximate and
exploit temporal relationships. For the same reason, A2C RNN likely performed poorly in the explo-
ration environments because they did not require (i.e. penalize) heavy exploitation. The traditional
Q-learning algorithms also performed well overall, aside from the exploration and memory envi-
ronments, because the epsilon-greedy algorithm incorporated within their implementations likely
encouraged some degree of exploration. Discrete SAC achieved decent results similar to the tra-
ditional Q-learning methods and generally outperformed the other actor-critic methods (e.g., A2C
and PPO), likely due to Discrete SAC’s ability to more accurately estimate the impact of an agent’s
actions due to the addition of an extra critic module. The distributional Q-learning algorithms and
quantile algorithms underperformed, likely because there were not enough features and environment
interactions relative to the number of trainable parameters to properly model the value distributions.
The policy gradient algorithms generally underperformed, likely due to the relative lack of effective
exploration mechanisms in the implementations to prevent agents from getting stuck in locally opti-
mal solutions. The random agent, which was implemented as a naive baseline, performed the worst
as expected because it was not designed to learn anything. In general, the bsuite variants of DQN
and A2C performed better than the tianshou ones, likely due to implementation differences in the
weight update, action selection, or buffer interaction protocols in the implementation back-ends.
Overall, many of the observed results were consistent with theoretical expectations, with some of
the more complex models likely underperforming due to the limited number of interactions with the
environment relative to the number of trainable parameters. Quantitative results indicate future
opportunities for techniques to improve sample efficiency and tune hyperparameters.

Qualitatively, our experiments showed that the most difficult environment categories for the DRL
agents overall were ‘exploration’ and ‘memory’. Although Boot DQN performed relatively well in
the exploration environments, it performed poorly in the memory ones. The reverse is true for
A2C RNN. Of the algorithms tested in this study, none performed well in both exploration and
memory environments. Although the results of this study are snapshots of the capabilities of DRL
algorithms, they validate several known challenges in applying DRL in real-world scenarios. Many
application scenarios are significantly more complex than the toy environments within bsuite, as
they may involve both memory and exploration elements, require higher inference accuracy with
less variation, or limit the number of interactions from which an agent can learn. Overall, inference
accuracy results indicate that existing algorithms show promise for simple applications, but that
additional research may be required to adapt them for practical ones which are generally more
complex.
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Algorithm/Tag bas noi sca exp cre mem gen

DQN 51 26 31 0 47 2 28

Double DQN 49 25 33 3 48 2 28

Dueling DQN 44 22 24 0 40 2 23

C51 4 4 4 3 1 0 5

Rainbow 4 3 7 2 3 0 5

IQN 28 18 21 2 35 2 8

FQF 16 10 16 3 17 2 7

REINFORCE 20 12 19 2 8 2 7

NPG 8 4 6 0 7 2 6

A2C 30 15 17 6 12 2 6

PPO 28 14 17 3 11 2 6

Discrete SAC 50 26 17 0 43 2 18

Random (bsuite) 4 2 4 0 3 0 6

52 30 28 0 46 2 16

77 49 63 0 60 2 53

Boot DQN (bsuite) 73 44 55 33 49 2 47

A2C RNN (bsuite) 51 24 23 0 40 50 13

Algorithm/Tag bas noi sca exp cre mem gen

DQN 51 ± 25 26 ± 20 31 ± 18 0 ± 0 47 ± 25 2 ± 2 28 ± 19

Double DQN 49 ± 28 25 ± 18 33 ± 20 3 ± 4 48 ± 27 2 ± 2 28 ± 18

Dueling DQN 44 ± 36 22 ± 21 24 ± 19 0 ± 0 40 ± 30 2 ± 2 23 ± 24

C51 4 ± 4 4 ± 4 4 ± 4 3 ± 4 1 ± 2 0 ± 0 5 ± 4

Rainbow 4 ± 4 3 ± 3 7 ± 5 2 ± 2 3 ± 5 0 ± 0 5 ± 3

IQN 28 ± 35 18 ± 18 21 ± 19 2 ± 2 35 ± 31 2 ± 2 8 ± 8

FQF 16 ± 17 10 ± 8 16 ± 12 3 ± 4 17 ± 16 2 ± 2 7 ± 5

REINFORCE 20 ± 28 12 ± 15 19 ± 28 2 ± 2 8 ± 8 2 ± 2 7 ± 3

NPG 8 ± 3 4 ± 4 6 ± 3 0 ± 0 7 ± 8 2 ± 2 6 ± 3

A2C 30 ± 34 15 ± 24 17 ± 16 6 ± 4 12 ± 10 2 ± 2 6 ± 3

PPO 28 ± 35 14 ± 26 17 ± 16 3 ± 4 11 ± 9 2 ± 2 6 ± 3

Discrete SAC 50 ± 32 26 ± 24 17 ± 9 0 ± 0 43 ± 28 2 ± 2 18 ± 15

Random (bsuite) 4 ± 4 2 ± 3 4 ± 4 0 ± 0 3 ± 7 0 ± 0 6 ± 3

A2C (bsuite) 52 ± 37 30 ± 21 28 ± 26 0 ± 0 46 ± 22 2 ± 2 16 ± 15

DQN (bsuite) 77 ± 28 49 ± 31 63 ± 27 0 ± 0 60 ± 25 2 ± 2 53 ± 36

Boot DQN (bsuite) 73 ± 31 44 ± 26 55 ± 25 33 ± 16 49 ± 28 2 ± 2 47 ± 31

A2C RNN (bsuite) 51 ± 38 24 ± 22 23 ± 21 0 ± 0 40 ± 23 50 ± 15 13 ± 14

* The top 33% scores are highlighted in blue, while the bottom 33% are in red.

Table 3: Average inference accuracy (and standard deviation) for each DRL algorithm

Algorithm/Tag bas noi sca exp cre mem gen

DQN 12 116 14 549 18 19 22

Double DQN 12 113 14 545 18 19 21

Dueling DQN 11 118 15 558 20 23 23

C51 22 90 21 338 26 36 30

Rainbow 19 86 21 338 27 33 29

IQN 21 126 23 563 25 30 38

FQF 40 159 40 633 51 64 64

REINFORCE 16 106 17 487 16 15 24

NPG 103 367 102 1273 150 148 138

A2C 38 185 37 752 55 70 52

PPO 44 199 47 804 58 75 65

Discrete SAC 43 188 45 777 39 39 60

Random (bsuite) 9 9 10 14 4 3 15

A2C (bsuite) 40 37 38 79 21 24 67

DQN (bsuite) 90 107 78 285 98 86 157

Boot DQN (bsuite) 458 958 514 2902 598 620 772

A2C RNN (bsuite) 47 39 40 61 30 21 69

(a) Runtimes (in minutes)

Algorithm/Tag bas noi sca exp cre mem gen

DQN 64 82 64 199 28 22 81

Double DQN 64 82 64 199 28 22 81

Dueling DQN 82 101 82 217 46 40 99

C51 142 141 142 230 67 48 148

Rainbow 142 141 142 230 67 48 148

IQN 69 87 70 203 32 25 87

FQF 71 89 71 204 33 26 88

REINFORCE 64 82 64 199 28 22 81

NPG 74 93 75 208 37 31 92

A2C 74 93 75 208 37 31 92

PPO 74 93 75 208 37 31 92

Discrete SAC 210 264 210 611 97 79 262

Random (bsuite) 0 0 0 0 0 0 0

A2C (bsuite) 66 84 66 201 29 24 83

DQN (bsuite) 48 63 48 154 20 15 62

Boot DQN (bsuite) 1896 2478 1896 6119 764 583 2447

A2C RNN (bsuite) 198 217 198 333 162 156 216

(b) Memory utilization (in KB)
(a) The fastest 33% runtimes are shown in blue, while the slowest 33% runtimes are in red
(b) The smallest 33% memory usages are in blue, while the largest 33% memory usages are in red

Table 4: Average resource usages for each DRL algorithm
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4.2 Runtime and Memory Utilization

In addition to inference accuracy, it is important to discuss the resources utilized for the top-
performing algorithms, notably bsuite DQN, Boot DQN and A2C RNN. Quantitatively, the training
times and memory requirements to store all models were two days and 51 MB for DQN, twenty-three
days and 1022 MB for Boot DQN, and one day and 97 MB for A2C RNN. For many applications,
these training times are long, as even one day can significantly increase development and deployment
times.

Many of the possible reasons the top algorithms performed well in our experiments are likely to be the
same reasons that they had such high resource usages. For example, the bsuite variants of DQN were
slower than the tianshou ones despite using less memory, likely due to implementation differences
in the weight update, action selection, or buffer interaction protocols in the implementation back-
ends that added additional computations per step. Boot DQN’s ensemble structure significantly
increased the number of model parameters that needed to be processed and stored, and its use of
the bootstrapping algorithm to amalgamate ensemble results increased the agents’ training time at
every step. For A2C RNN, the increase in space and time complexity is likely due to the additional
parameters in the recurrent network and the time required to run recurrent operations. Relative to
the other algorithms, the traditional Q-learning agents had lower overall time and space complexities
due to their simple MLP structures, but had relatively high time and space complexities in the
exploration and noise environments because their model sizes scaled directly with the size of the
state-action spaces. Of the actor-critic algorithms, Discrete SAC’s extra critic allowed it to generally
outperformed A2C and PPO, but also increased its space complexity due to the extra parameters.
Consistent with expectation, the randomly acting agent ran fastest and consumed the least amount
of space, since it was implemented as a naive baseline that was not designed to learn anything.

Moreover, it is important to consider that a twelve-node system similar to the one we used, with each
node allocated 16GB CPU and 11GB GPU for processing, is often not available in practice. Many
modern commercial servers may only support four such nodes. On a four-node system with 64GB
CPU and 44GB GPU total, DQN, Boot DQN, and A2C RNN may take approximately seven, seventy,
and three days, respectively, to train. Training times increase significantly when considering robotics
or IoT devices, which may only support one 16GB CPU/11GB GPU node. On such a device, DQN,
Boot DQN, and A2C RNN may take around 27, 279, and 14 days to train. For most applications,
these training times are unacceptable, as the increased development and deployment times would
crucially impact time-to-market, revenue, and deliverable deadlines.

Resource usage results from our experiments validate that most algorithms generally struggled in
exploration and memory environments. The runtimes and memory usages for the top-performing
algorithms were high. This presents numerous challenges in practical DRL applications, especially
those in which exploration or memory are important aspects, computational resources may be lim-
ited, and decisions must be made quickly.

5 Open Challenges and Practical Implications

Based on this study’s results, one can validate several known challenges in DRL and envision several
opportunities for future work. In the following subsections, open challenges are discussed to facilitate
collaboration between practitioners and researchers and guide development of new DRL technologies.

5.1 Exploration Inefficiencies

In our experiments, most agents struggled with the exploration environments in general. The one
algorithm that showed promising exploration results, Boot DQN, had a very high runtime and
memory utilization. This exploration and resource trade-off limits the effectiveness and application
of DRL in practical applications where the most rewards are found in the unknown. Future work can
focus on characterizing and improving this trade-off, e.g. efficiently adapting rewards to encourage
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agents to explore and incorporating traditional path optimization algorithms. If addressed, efficient
exploration benefits practical applications where time is critical and decisions must be made quickly,
such as deep-sea salvaging and medical drug discovery.

5.2 Memory Inefficiencies

Most agents in this study also struggled with the memory environments; while the one algorithm
that showed promising results, A2C RNN, had a high memory utilization and moderately high
runtime. This trade-off between memory and resources limits the effectiveness and application of
DRL in practical applications where the past significantly affects the future, especially the far future.
Future work should focus on characterizing and improving this trade-off, e.g., data compression,
importance sampling and weighting, data selection, and attention. If successful, efficient memory
benefits applications where the amount of temporal data is particularly massive and resources may
be limited, such as economics and cyber-security.

5.3 Exploration-Exploitation Trade-off

It is also important to consider the two previous challenges together. In our experiments, no agent
performed well in both exploration and memory environments. This finding validates a classic, yet
persistent problem in DRL: the exploration-exploitation trade-off. To help address this problem,
future research in this area should focus on better quantifying the trade-off and perhaps looking to
other areas of machine learning to develop mitigation strategies (e.g., meta-learning, causal AI, itera-
tive theoretic learning). If successful, this research would benefit applications where both exploration
and memory are important, such as chatbots and automated driving.

5.4 Resource Usages

In this study, most well-performing algorithms are estimated to take around 64 GB and seven days
to train (based on the bsuite DQN resource projections on a four-node system in Sec. 4). Although
there are some applications where this resource utilization is acceptable, there are many where it is
not. Lengthy time and space complexities greatly decrease the ability of practitioners and researchers
to quickly develop and deploy their models. Future works in this field should focus on better
quantifying and evaluating the trade-off between performance, time, and space complexities for
both training and deployment, and perhaps looking into foundational computer science optimization
methodologies to help address it, e.g. algorithm and code optimization, approximate computing,
parallel computing, and federated learning paradigms. If resource usages are effectively reduced,
such technologies would greatly benefit many resource-constrained fields such as robotics or the
Internet of Things (IoT), where a large amount of sensor data must be processed very quickly and
the device may go offline, and businesses with quick time-to-markets, where high development and
deployment times can result in crushing losses in revenue and missed deliverable deadlines.

5.5 Extensions

There are also several opportunities to improve and extend this line of DRL performance compari-
son research to other areas not examined in this work. For example, algorithms here were trained
similarly across the entire suite of environments for consistency. Future works could focus on im-
proved hyperparameter tuning, such as tuning per environment (e.g. larger buffer sizes for memory
environments, higher exploration fractions for exploration environments, etc.). Moreover, although
the bsuite environment benchmark provides great insight into the core capabilities of reinforce-
ment learning algorithms, it would be beneficial for future work to focus on improving the scale and
rigor of more practical real-world challenges as well, such as Dulac-Arnold et al. (2021)’s promis-
ing Real-World DRL (RWRL) Challenge Framework which is currently in development. As novel
DRL algorithms, frameworks, and model variations are developed, future work should also focus
on comprehensively testing and evaluating these new works for their practical implications, such as
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in Henderson et al. (2017)’s and Pardo (2020a)’s works, which compare implementation variations.
Although this work focused on discrete model-free DRL, many other areas of reinforcement learning
would benefit from more comprehensive testing and evaluation, such as multi-agent RL, multi-task
RL, and meta-RL. Moreover, although the current work evaluates DRL algorithms across different
environment categories, these categories were determined by the creators of bsuite and were not
rigorously quantified. There is great value in future work that more rigorously quantifies the perfor-
mances of DRL algorithms, as well as the specific challenges within and difficulty levels of different
environments. If successful, such research would help engineers and scientists better identify the
reinforcement learning qualities of their specific application scenarios and, hence, select appropriate
learning algorithm(s) for their use case.

5.5.1 Explainability

Although understanding and improving the performance, time, and space efficiency of different
DRL agents is of great importance, it is often more important to understand why agents behave
the way they do. As highlighted in a report from the U.S.A National Security Commission on
Artificial Intelligence (AI), the development of ethically-designed, trustworthy AI systems, which are
robust, explainable, and fair, is essential for operational integrity and adoption (National Security
Commission on Artificial Intelligence, 2019). Explainability helps researchers and practitioners gain
human-understandable insights from well-performing models, and improve poorly-performing ones.
Future research in DRL should focus on developing more tools to make DRL agents more explainable,
ideally through the use of inherently interpretable components such as feature-driven correlation and
human-friendly prototypes (Kenny et al., 2023). Such inherently interpretable methods are required
to build trustworthy systems for applications such as national security, healthcare, and law, where
decisions have a substantial direct impact on human lives.

5.5.2 Imitation Learning and Inverse Reinforcement Learning

Although this paper focuses on scenarios where the reward is known, this is often unrealistic for many
practical applications. Future research is necessary to comprehensively test and evaluate algorithms
that operate in unknown reward situations, such as imitation learning or inverse reinforcement learn-
ing (IRL). Possible avenues for this research include: 1) comparisons between performance, time,
and space complexities across different types of environments, 2) imitation or behavior prediction
effectiveness across different types of DRL agents, and 3) observation imputation effectiveness across
different levels of noise and partial observability. If addressed, such extensions into imitation learning
and IRL would benefit applications such as cybersecurity, military, intelligence, reverse-engineering,
and inverse goal planning applications where scenarios are constantly changing as each actor seeks
an intelligence advantage over the others.

5.6 Inaccessible Code and Data

Perhaps the most important barrier that prevents the adoption of modern DRL techniques is the
general lack of shared code and data. As discussed in Sec. 2, many of the state-of-the-art DRL
methods remain mainly theoretical. Before anything else, more researchers and practitioners in this
field should commit to sharing code and data to mitigate duplication of work, e.g. public release
of repositories or supplemental information upon paper acceptance, proper documentation with
example scripts and set-up instructions, and publishing all findings including limitations. If more
resources were shared, it would facilitate development of new technologies and increase collaboration
among researchers and practitioners in industry and academia.

6 Conclusions and Future Work

The key takeaways from this paper are as follows. Deep Reinforcement Learning (DRL), an area of
trial-and-error deep learning, has shown promising performances in a variety of difficult applications
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within the public and private sectors. However, one of the main challenges in DRL research today is
the difficulty in understanding which DRL algorithms are practical for a given use case because many
algorithms are not thoroughly tested or evaluated in terms of runtime or memory usage. Therefore,
this paper presented the most comprehensive resource evaluation and performance comparison on
the practicality of DRL algorithms to date.

Empirical results found the top-performing algorithm overall was bsuite DQN for all but the
exploration-intensive and memory-intensive environments, where Boot DQN and A2C RNN per-
formed best, respectively. Overall, results indicated that many studied algorithms struggled the
most in exploration and memory environments. Moreover, the top performing algorithms had high
runtimes or memory utilizations. Such high resource usages are not practical for many real-life
applications, as the ensuing increase in development and deployment times can significantly affect
time-to-market, revenue, and deliverable deadlines in industry and academia. Although many chal-
lenges in practical DRL were validated, from exploration and memory inefficiencies to the classic
trade-off between exploration an exploitation, these challenges present numerous opportunities for
future work. Efficient resource usage and public availability of code and data can greatly increase the
reliability and transparency of DRL research, and hence the operational integrity and adoption of
modern DRL algorithms. In future work, the authors seek to extend this work and tackle challenges
presented in this paper. If successful, this work can help impact a variety of real-life applications,
such as self-driving cars, economics, and cybersecurity.
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