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Abstract

Reinforcement Learning from Human Feedback (RLHF) has emerged as a popular
paradigm for capturing human intent to alleviate the challenges of hand-crafting
the reward values. Despite the increasing interest in RLHF, most works learn
black box reward functions that while expressive are difficult to interpret and often
require running the whole costly process of RL before we can even decipher if these
frameworks are actually aligned with human preferences. We propose and evaluate
a novel approach for learning expressive and interpretable reward functions from
preferences using Differentiable Decision Trees (DDTs). Our experiments across
several domains, including CartPole, Visual Gridworld environments and Atari
games, provide evidence that the tree structure of our learned reward function is
useful in determining the extent to which the reward function is aligned with human
preferences. We also provide experimental evidence that not only shows that reward
DDTs can often achieve competitive RL performance when compared with larger
capacity deep neural network reward functions but also demonstrates the diagnostic
utility of our framework in checking alignment of learned reward functions. We
also observe that the choice between soft and hard (argmax) output of reward
DDT reveals a tension between wanting highly shaped rewards to ensure good RL
performance, while also wanting simpler, more interpretable rewards. Videos and
code, are available at: https://sites.google.com/view/ddt-rlhf

1 Introduction

Figure 1: We propose an end-to-end differen-
tiable approach for training reward functions
using differentiable decision trees via trajec-
tory preference labels to enable interpretabil-
ity and identification of misalignment of the
learned reward function.

The reward function is central to reinforcement learn-
ing (RL) algorithms (Sutton and Barto, 2018); how-
ever, it is difficult to manually specify a good reward
function for many tasks (Ng et al., 1999; Krakovna
et al., 2020), motivating learning reward functions
from human input (Jeon et al., 2020). We focus on the
problem of learning interpretable reward functions.

Most modern reward learning methods use deep neu-
ral networks (Finn et al., 2016; Christiano et al.,
2017; Ibarz et al., 2018; Hejna and Sadigh, 2022; Tien
et al., 2023). However, despite the growing interest in
explaining black box models trained via deep learn-
ing (Gilpin et al., 2018; Zhang and Zhu, 2018; Heuillet
et al., 2021; Räukur et al., 2022), deep neural networks remain extremely difficult to interpret. In the
context of reward learning, it is especially critical that we can interpret the learned objective—if we
cannot understand the objective that a robot or AI system has learned, then it is difficult to know if
the AI system’s behavior will be aligned with human preferences and intent (Russell et al., 2015;
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Leike et al., 2018; Brown et al., 2021). This is particularly significant in tasks where human safety is
on the line, for example in healthcare, autonomous navigation, and assistive robots.

Thus, we are faced with a problem: we want highly accurate and expressive reward models, but we
also want to be able to interpret the learned reward function. In particular, we seek to integrate
structural and interpretability constraints into the reinforcement learning from human feedback
(RLHF) pipeline to improve diagnostic capabilities for misalignment issues. A natural step towards
both of these goals is to combine the expressiveness of neural networks with an architecture choice
that is easier for a human to interpret, such as a decision tree. To tackle the the aforementioned
problems, we propose a novel reward learning approach that uses an end-to-end differentiable decision
tree model for learning interpretable reward functions from pairwise preferences. We evaluate our
approach on three different domains: CartPole (Brockman et al., 2016), a novel set of Visual MNIST
Gridworld environments, and two Atari games from the Arcade Learning Environment (Bellemare
et al., 2013). We investigate the ability to learn expressive and interpretable reward functions from
both low- and high-dimensional state inputs.

Learning a reward model as a differentiable decision tree has the advantage that the tree structure
explicitly breaks the reward prediction for a state into a finite number of routing decisions within
the tree. This provides the potential to understand how the reward predictions are being made.
Leveraging the tree structure, we can provide global explanations across both low- and medium-
dimensional environments such as CartPole and visual MNIST gridworlds. For high-dimensional
visual state spaces, such as Atari, we propose a novel form of hybrid explanation that seeks to provide
global explanations by leveraging aggregations of individual input states.

Our paper makes the following contributions: (1) We introduce a reward learning framework (Fig 1)
that employs differentiable decision trees (DDTs) to learn human intent using trajectory preference
labels without necessitating any hand-crafting of the input feature space. To the best of our knowledge,
our framework is the first interpretable tree-based method for reward learning that can be applied
in visual domains. (2) We propose hybrid explanations for internal nodes that approximate global
explanations by leveraging aggregations of individual input states. (3) We study the ability of DDTs
to learn interpretable rewards on visual-control tasks and find that Reward DDTs can often learn
interpretable reward functions. We also provide evidence that reward DDTs can be used to identify
reward misalignment. (4) We find that the policies obtained by optimizing our reward DDTs via RL
often perform comparably to policies trained with black-box neural network reward functions.

2 Related Work

Preference Learning Reinforcement learning from human feedback (RLHF), is a common ap-
proach for learning reward functions and corresponding RL policies (Wirth et al., 2016). It has been
shown that preference learning allows generalizing to various domains, even when sub-optimal demon-
strations are provided without any explicit preferences and can achieve better-than-demonstrator
performance (Brown et al., 2019). Preference learning is also applicable across multiple forms of
human input: prior work has shown that demonstrations (Brown et al., 2020), e-stops (Ghosal
et al., 2023a), rankings (Ouyang et al., 2022), and corrections (Mehta and Losey, 2022), can all be
represented in terms of pairwise preferences. Thus, our approach is also applicable in these other
settings. Prior work on RLHF typically either assumes access to a set of hand-designed reward
features (Sadigh et al., 2017; Biyik et al., 2020; Mehta and Losey, 2022; Ghosal et al., 2023a) or
uses deep convolutional or fully connected networks for reward learning (Christiano et al., 2017;
Brown et al., 2019; Lee et al., 2021a; Hejna and Sadigh, 2022; Ouyang et al., 2022; Liu et al., 2023;
Karimi et al., 2024). By contrast, we study the extent to which we can learn expressive, but also
interpretable reward functions via differentiable decision trees (Frosst and Hinton, 2017).

Explaining and Interpreting Reward Functions In the past few years, various attempts
have been made to understand learned reward functions. Prior work compares learned reward
functions to a ground truth reward using pseudometrics (Gleave et al., 2021), saliency maps and
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counterfactuals (Brown et al., 2019; Michaud et al., 2020; Mahmud et al., 2023; Tien et al., 2023).
Other work leverages human teaching strategies (Lee et al., 2021b; Booth et al., 2022) or uses human-
centric evaluation methods for reward explanation (Sanneman and Shah, 2022). Prior work has also
looked at using expert-driven reward design techniques to incorporate structural and interpretability
constraints (Jiang et al., 2021; Devidze et al., 2021; Icarte et al., 2022). We seek to investigate to
what extent differentiable decision trees enable interpretable reward functions.

Differentiable Decision Trees Differential decision trees (DDTs) seek to combine the flexibility of
neural networks with the logical and interpretable structure of decision trees (Quinlan, 1986; Jordan,
1994). DDTs have been previously applied to supervised learning tasks (Frosst and Hinton, 2017;
Tanno et al., 2019; Hazimeh et al., 2020) and unsupervised tasks (Zantedeschi et al., 2021). Recent
work has also investigated using DDTs for reinforcement learning tasks (Silva et al., 2020; Coppens
et al., 2019; Tambwekar et al., 2023; Ding et al., 2021; Pace et al., 2022), but focuses on policy learning
using DDTs. Compared to prior work, the primary objective of our work is to learn interpretable
reward functions using DDTs. While policy explanations are important, they only show what triggers
an agent to take a certain action, rather than explaining the underlying reason why the policy has
learned to take take an action. By understanding agent’s reward function, we gain insight into the
agent’s value alignment (Leike et al., 2018; Fisac et al., 2020; Brown et al., 2021). Importantly,
understanding an agent’s reward function can enable an understanding of how that agent would act
across different embodiments and dynamics Fu et al. (2018); Zakka et al. (2022), unlike policies which
are tied to the specifics of the MDP transition dynamics and action space. Furthermore, prior work
using DDTs for policy learning only considers low-dimensional, non-visual inputs (Silva et al., 2020;
Coppens et al., 2019). By contrast, we study DDTs applied to high-dimensional image observations.

Decision Trees for Reward Learning There has been very little prior work on using decision
trees for reward learning. Bewley and Lecue (2022) recently pioneered the idea of a tree-based
reward function. However, their approach to learning a tree-based reward requires a complex,
non-differentiable, multi-stage optimization procedure. By contrast, our approach is end-to-end
differentiable and trainable using a simple cross entropy loss. Bewley and Lecue (2022) also only
consider low-dimensional inputs where internal nodes in tree have the form (s, a)d ≥ c for each
dimension d of the state-action space and threshold c. This approach divides state-action space into
axis aligned hyperrectangles, which often works for lower-dimensional spaces, but does not scale to
higher-dimensional state and action spaces. Follow-on work (Bewley et al., 2023) uses a differentiable
loss function but is not end-to-end differentiable as it requires reward tree to regrow at each update
and requires hand crafting input features per decision node in the tree, making it intractable to scale
to the types of visual inputs we consider. We seek to extend the state-of-the-art in interpretable
tree-based reward learning by learning reward function DDTs that are end-to-end differentiable, do
not require hand-crafted features, and scale easily to high dimensional pixel inputs.

3 Reward Learning using Differentiable Decision Trees

Classical decision trees are often interpretable and easy to tune (Kotsiantis, 2013; Molnar, 2020);
however, they require feature engineering which can result in lower performance and less generalization
compared with other machine learning approaches (Frosst and Hinton, 2017; Hazimeh et al., 2020).
In this section, we discuss our proposed approach for learning interpretable but expressive reward
functions via differentiable decision trees (DDTs).

While classical decision trees consist of internal nodes that deterministically route inputs, we want
our reward function tree to be easily trained using backpropagation. Thus, we need a differentiable
soft routing function that retains the expressiveness of a neural network by learning the routing
function for each non-leaf node. We define an internal node in the DDT as a sequence of one or more
parameterized functions applied, to the input to the DDT to determine probability of routing left
or right. To facilitate interpretability, each internal node depends directly on the input—this is a
common design choice in DDTs (Frosst and Hinton, 2017) and serves our purpose well by allowing us
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to easily trace each routing decision in the tree to the raw input features. Thus, the differentiable
decision tree learns a hierarchy of decision boundaries that determine the routing probabilities for
each input. We describe two variants of an internal node below:

3.1 Internal Nodes

Figure 2: Routing probability
of an internal node in a DDT.

Simple Internal Node Proposed by Frosst and Hinton (2017),
a simple internal routing node, i, has a linear layer with learnable
parameters wi and a bias term b upon which a sigmoid activation
function, σ, is applied to derive the routing probability given an input
x (Fig 2). Thus, the probability at node i of routing to the left
branch is defined as pi(x) = σ(β(x ·wi +b)). The inverse temperature
parameter, β, controls the degree of soft decisions.

Sophisticated Internal Node For higher-dimensional inputs we propose an alternative internal
node architecture, which consists of a single convolutional layer with Leaky ReLU as the non-linearity
followed by a fully connected linear layer, as before. The probability of going to the leftmost branch
at an internal node i is defined as pi(x) = σ((LeakyReLU(Conv2d(x))) · wi + b).

3.2 Leaf Nodes

Following prior work that uses DDTs for classification problems (Frosst and Hinton, 2017), we
parameterize each leaf node, l, with a learnable parameter vector ϕl, that defines a softmax distribution
over a discrete number of classes c. The probability distribution, Ql, over outputs at a leaf is defined
as Ql

i = exp(ϕl
i)/(

∑c
j=0 exp(ϕl

j)). We propose two ways to obtain rewards at the leaf nodes:

Multi-Class Reward Leaf (CRL) This formulation of leaf node performs multi-class classification
and assumes that the user specifies a set of c unique discrete reward values that the DDT can output
in the form of a vector R = (r1, r2, . . . , rc), where c denotes the number of classes for the DDT, and
each class index i is assigned reward value ri. Thus, the learnable parameters, ϕl, at multi-class
reward leaf l form the logit values of a classification problem over the possible reward values in R.

Min-Max Reward Interpolation Leaf (IL) As an alternative to the classification approach,
we also propose to model the reward of a DDT as regression problem, that only requires the user
to specify the minimum and maximum range of possible reward values as opposed to requiring
finite set of possible reward values as in CRL. Thus, c = 2 and the reward vector is of the form
R = (Rmin, Rmax), where Rmin and Rmax correspond to minimum and maximum desired reward
output, respectively. Given this parameterization, we interpret the reward output of a DDT leaf
node as a convex combination of Rmin and Rmax based on the learned parameters ϕl.

3.3 Training DDTs for Reward Learning using Human Preferences

As we want our reward DDT to be end-to-end differentiable when learning a reward function from
preference labels, we need to find a way to formulate soft reward prediction. Given a tree of depth
d ≥ 1, we have

∑d−1
k=0 2k internal nodes and 2d leaves. To formulate a differentiable objective, we

first denote the path probability, given an input x, from the root node to a leaf ℓ by P ℓ(x). The
soft reward prediction of the tree is given by the sum over all leaves, ℓ, of the path probability of
reaching each leaf, P ℓ(x), multiplied with the soft reward output at that leaf:

rθ(x) =
∑

ℓ

P ℓ(x)(Qℓ · R) .

To train our reward function DDT, we propose to leverage pairwise preference labels over trajectories.
Given preferences over trajectories of the form τi ≺ τj , where τ = (x1, x2, ...xT ), we can train our
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entire differentiable decision tree via the following cross entropy loss resulting from the Bradley Terry
model of preferences (Bradley and Terry, 1952; Christiano et al., 2017; Brown et al., 2019):

L(θ) = −
∑

τi≺τj

log

exp
∑
x∈τj

rθ(x)

exp
∑
x∈τi

rθ(x) + exp
∑
x∈τj

rθ(x)
.

3.4 Using a Trained Reward DDT for Reward Prediction

Given a trained reward DDT, we want to optimize the learned reward using RL. One option is to use
the soft reward (averaged across all leaf nodes weighted by routing probability); however, this loses
interpretability since we cannot trace the predicted reward to a small number of discrete decisions.
To enable interpretable reward predictions, we can alternatively output a single reward prediction by
first finding the leaf node with maximum routing probability for a given input x:

l∗ = arg max
ℓ∈L

P ℓ(x) ,

where L denotes set of all leaf nodes in the DDT. The test-time output of a reward DDT with a multi-
class reward leaf (CRL) nodes is given as rmax(x) = ri, for i = arg maxi Qℓ∗

i ; while for a reward DDT
with min-max interpolation leaf (IL) nodes the reward output is given as rmax(x) = Qℓ∗

·(Rmin, Rmax).

3.5 Hybrid Explanations of Learned Reward DDT

Depending on the dimensionality of the state space in a given environment, our framework allows
us to create global explanations across all inputs in form of node activation heatmaps (discussed in
further detail later). As an alternative, we also investigate hybrid explanations that approximate
global explanations by leveraging aggregations of input states to visually understand the routing
probability of each internal node. Inspired by Bobu et al. (2022), we do this by visualizing a synthetic
trace at each internal node. The synthetic trace is a sequence of states sorted by the probability of
being routing left in decreasing order—the trace begins with the state that has maximum probability
of being routed left and ends with the state that has minimum probability of being routed left.

4 Experiments and Results

We designed our experiments to investigate the following questions: (1) Can we detect misalignment
in reward function by learning the reward function as a DDT? (2) How does modeling a reward
function as a DDT influence downstream RL performance? (3) How does the choice of leaf node
(multi-class reward leaf (CRL) or min-max reward interpolation leaf (IL)) affect performance? (4)
How does an increase in the environment complexity impact our design choices as well as our ability
to interpret the learned reward function? To explore and address these questions, we perform
evaluations on three different types of environments: CartPole, a novel set of MNIST Gridworld
environments, and Atari 2600 games (Bellemare et al., 2013).

We use CartPole to perform an initial assessment of our framework and provide an example of how
interpreting a learned reward DDT enables detection of a silent misalignment problem—the reward
function is misaligned but the policy still performs well. To evaluate our framework’s ability on
visual domains, we explore two MNIST Gridworld environments of increasing complexity, where the
gridworlds have image based observations. Finally we examine our framework on Atari where the true
score is masked and the agent must learn a reward function by interpreting high-dimensional pixel
observations derived from video frames. The Atari domains provide evidence in higher-dimensional
environments of the ability to detect reward misalignment.
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Figure 3: Identifying Misalignment in the CartPole Reward DDT. The heatmap for each
internal node depicts the learned routing probability. Leaf nodes are depicted as circular nodes with
their soft reward values. The tree learns that small magnitude pole angles are good and should be
routed to a +1 reward but there is no learned decision boundary that clearly captures the preference
that cart position stay within the range [−2.4, 2.4] showing that learned reward is misaligned due to
the bias in the training dataset—the cartpole usually falls over long before the cart runs off the track.

4.1 CartPole

The CartPole environment comprises a cart with a pole attached to it, sliding on a friction-less
track (Brockman et al., 2016). For this task, we wish to teach the agent to balance the pole on the
cart for as long as possible while cart moves to left and right along the track without letting pole fall
beyond ±12◦ from the upright position and without letting the cart move beyond ±2.4 units along
the track. We assume no access to the true reward and must learn this from trajectory preferences.
Setup To train a reward function DDT, we generate trajectories by running a random policy in the
environment for 200 steps for each trajectory. Following the advice of Freire et al. (2020), we remove
the standard terminal or done flag to avoid leaking information about the true reward. The terminal
flag normally is triggered in CartPole when either the pole falls or the cart goes off the track. Instead,
we make CartPole a fixed horizon task by always accumulating states in each trajectory for 200
timesteps—even if the pole falls over. We design a synthetic preference labeler that returns pairwise
preferences based on the true (but unobserved) reward of +1 only if the cart position x ∈ [−2.4, 2.4]
and the pole angle θ ∈ [−12◦, +12◦] and 0 otherwise. Pairwise preferences are assigned based on the
true reward for each trajectory.

Given pairwise preference labels over suboptimal trajectories, we train a reward DDT with 3 internal
nodes and 4 leaf nodes. We use multi-class reward leaf (CRL) nodes with 2 classes: R = (0.0, 1.0)
(for more details, refer to Appendix B). It is important to note that even though the ground truth
preferences are based on both cart position and pole angle, the pole usually falls past the desirable
range long before the cart leaves the desirable range. Thus, our dataset is biased and may lead to a
misaligned reward function. We evaluate RL performance of the learned reward DDT, by running
PPO on the learned reward function to obtain the final policy and then evaluate this learned policy
on the ground-truth reward function. We also compute the performance of a PPO policy trained on
the same dataset using a neural network reward function. To unveil the fact that our learned reward
functions (using both DDT and neural network) are biased, we run RL experiments in two settings:
(1) In-Distribution uses the default starting cart position in the range [−0.05, 0.05] as in our training
dataset and (2) Out-Of-Distribution where the starting cart position is in the range [2.35, 2.45] (the
boundary of the range of desired track positions).

Results The In-Distribution results in Table 1 show that RL performance of a simple reward DDT
is comparable to that of a neural network made up of fully-connected layers as well as to RL policy
learned under ground truth reward, irrespective of whether the policy is learned using soft rewards
or using the maximum probability path across the learned reward DDT. This primarily gives us
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DDT Baselines
CRL Soft CRL Argmax Neural Network Ground Truth

In-Distribution Mean (Std) 190.9 (28.1) 200.0 (0.0) 156.3 (59.0) 200.0 (0.0)
IQM 200.0 200.0 179.5 200.0

Out-Of-Distribution Mean (Std) 8.8 (3.7) 7.7 (2.1) 20.7 (39.2) 172.0 (45.6)
IQM 8.3 7.9 8.8 185.3

Table 1: Silent Misalignment in CartPole. CRL denotes Class Reward Leaf nodes. For In-
Distribution, DDTs with soft outputs and argmax rewards perform on par with a non-interpretable
fully connected 2-layer reward network baseline and with RL policy learned under ground truth
reward. For Out-Of-Distribution, the RL policy of learned reward models, both DDT and neural
network fails to learn to balance pole while moving along the track while RL policy under ground
truth reward learns to balance pole as it moves on track. The table shows Mean and Standard
deviation across 10 seeds averaged over 100 rollouts as well as the Interquartile Mean (IQM).

the evidence that our framework can achieve relatively competitive performance as that of a neural
network for state based observations,before we move on to image-based observations.

Fig 3 shows learned reward DDT. Because the input space to the reward function is 2-dimensional
(cart position and pole angle) we visualize the heatmap of routing probability at each internal node
(as a function of cart position and pole angle) along with leaf distributions. From DDT it is clear
that most of the routing decisions are made based on pole angle, rather than cart position. A nice
feature of the reward DDT is that we can easily visually interpret the learned reward just by looking
at the tree. From Fig 3 we see that while the tree learns that small magnitude pole angles are good
and should be routed to a +1 reward, there is no learned decision boundary that clearly captures the
preference that cart position stay within the range [−2.4, 2.4]. We call this a silent misalignment
problem. Similar to a silent bug in programming, it is not obvious by running RL that anything is
wrong with the learned reward function—it turns out that trying not to tip the pole is a decent
surrogate reward function that works well in the standard CartPole environment. Thus, the agent
has learned the right policy for the wrong reason, something that is only clear by interpreting the
learned reward. While this poses no serious issues in the standard CartPole environment, silent
alignment problems could lead to unwanted behavior under distribution shifts and detecting these
silent alignment problems is an open challenge in AI safety and alignment research (Ji et al., 2023).

Indeed, the Out-Of-Distribution results in Table 1 demonstrate this silent misalignment in the learned
reward functions, where the policies learned from the reward DDTs as well as neural network reward
learn to balance the pole, but fail to stay in the desired track range. In contrast, the RL policy under
ground truth reward learns to balance pole correctly while moving along the track, starting from any
state. Our DDT framework makes it easier to detect this misalignment in learned reward function
prior to running RL, but with non-interpretable black box neural network’s learned reward function
we had to incur cost of running RL before we could uncover the bias in the learned reward.

4.2 MNIST Gridworlds

Figure 4: MNIST Grid-
world with a pair of tra-
jectories where the blue
trajectory is preferred.

Next we evaluated our reward DDT framework on two novel MNIST
gridworld environments of increasing difficulty. In each environment the
agent can move in the 4 cardinal directions and each state is associated
with a 28 × 28 grey-scale image of the MNIST digit and the value of
the digit determines the true unobserved reward at that state (for more
details, refer to Appendix C) .

The true reward is unobserved and must be inferred from preferences over
pairwise preferences over trajectories. To interpret the learned reward
DDT, we construct a pixel-level activation heatmap for each internal node by starting with a blank
image and iteratively toggling on and off each pixel and computing the resulting difference in routing
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(a)
(b)

Figure 5: Interpreting the MNIST (0-3) Interpolated Leaf Reward DDT. Leaf nodes are
depicted as circular nodes with their learned reward values. (a) Visualization of activation maps
give insight into the learned routing of the DDT. (b) Visualization of synthetic traces along with
their respective routing probabilities.

Reward DDT Baselines
CRL Soft CRL Argmax IL Soft IL Argmax NNet Random

MNIST 0-3 71.7% 71.7% 98.9% 97.8% 99.5% 7.6%
MNIST 0-9 79.6% 79.6% 97.3% 92.9% 97.7% 7.9%

Table 2: RL Performance as the percentage of expected return obtained relative to the performance of
an optimal policy on the ground-truth reward. Results are averaged across 100 different MDPs. We
find evidence that reward DDTs with Interpolated Leaf nodes (IL) perform similar to neural network
reward functions, while using Class Reward Leaf nodes (CRL) results in much lower performance,
but still outperforms a random policy (Random). These results provides evidence that DDTs can
learn both interpretable reward functions without causing a large degradation in RL performance.

probabilities for each internal node. We compare the performance of a policy optimized using the
learned DDT reward function against the optimal policy under the true reward, a random policy,
and a policy learned by optimizing a black-box neural network reward function trained on the same
preference dataset. We also report accuracy of the learned reward models on validation set of pairwise
preferences over trajectories in Appendix C.

4.2.1 MNIST (0-3) Gridworld

Setup We begin by examining our framework for image based inputs on a simple 5x5 gridworld
where each state in the MDP corresponds to a MNIST digit 0, 1, 2, or 3 (see Fig 4 for an example
pairwise trajectory comparison). We trained reward DDTs of depth 2 with 3 simple internal nodes
and 4 leaf nodes either all of type CRL with R = (0, 1, 2, 3) and or all of type IL with Rmin = 0 and
Rmax = 3 using a learning rate of 0.001 and weight decay 0.005 and the Adam optimizer.

Results We visualized and compared the reward DDTs with CRL and IL leaf nodes and found
that in CRL formulation the leaf nodes fail to specialize and the argmax output of the leaf nodes is
either 0 or 3, despite investigating several regularization techniques (see Appendix E for details and
visualizations). This provides evidence that using IL leaf nodes is better when learning complicated
reward functions where we wish to output more than two possible rewards. Table 2 also provides
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empirical evidence supporting the user of IL nodes. IL nodes are also simpler, as they only require
specifying a range of desired reward output values, [Rmin, Rmax]. Thus, we focus on our analysis on
the interpretability of the IL reward DDT.

Interestingly, we see in Fig 5a that the activation heatmaps isolate pixel features that are maximally
discriminative and aid in understanding of what the reward DDT has learned. These heatmaps
show that DDT learns to route based on visual representations of each digit: Node B has learned to
discriminate between 1’s and 2’s by assigning a high routing probability left for vertical pixels in the
center (corresponding to the vertical stroke of the digit 1), while using upper and lower curves of digit
2 to route 2’s right (note the black shadow that looks like a 2). Node C discriminates between digits
0 and 3 based on the middle cusp of 3 and left curve of the 0. Finally, node A learns to route 1’s and
2’s left and 0’s and 3’s right based on the presence of central lower pixels—the highest activation
for node A is intersection of the 1 and 2 which falls between middle and lower cusps of 3 and inside
digit 0. Despite the lack of fine-grained feedback and no explicit reward labels, when using min-max
reward interpolation between Rmin = 0 and Rmax = 3, the DDT learns a close approximation to the
actual state rewards and the learned rules in DDT are visually interpretable.

We also interpret the same reward DDT using synthetic traces as shown in Fig 5b. As described in
Section 3.5, these traces approximate global explanation by leveraging aggregations of input states
for each internal node. Each trace is a sequence of states sorted by the probability of being routed
left in decreasing order. We find visual evidence that the DDT has learned to route digits with a
vertical stroke to Node B which then discriminates between 1 and 2s, while digits with a circular
curve form often get routed to Node C which then discriminates between digits 0, 2 and 3s.

Row 1 of Table 2 shows that RL performance of using a reward DDT trained with IL leaf nodes
exceeds the performance when using the classification-based CRL leaf nodes, both when running RL
using soft reward outputs and when using the output of the maximum probability path in the tree
(argmax). We also found that the learned reward DDT with CRL leaf nodes learns very high/low
routing probabilities at each internal node and thus yields nearly identical reward values in both
soft and argmax reward setting. Moreover, RL performance of IL reward DDT using soft reward is
only slightly lower than the performance of a deep neural network reward function. In Appendix E,
we compare the reward DDT in Fig 5a, that is learned from pairwise preferences, with a DDT
trained with explicit reward labels and a classification loss and find no significant degradation in
interpretability from using pairwise preferences.

4.2.2 MNIST (0-9) Gridworld

Setup To assess the scalability of our framework, we next explored a 10x10 gridworld with state
space comprising of MNIST digits 0 to 9. To further study the effects of leaf node type, we used
reward DDTs of depth 4 with simple internal nodes and trained them with one of two types of leaf
nodes: either CRL nodes with R = (0, 1, .., 9) or IL nodes with Rmin = 0 and Rmax = 9.

Results Row 2 of Table 2 shows the IL soft reward performance is very similar to the performance
of a black-box ConvNet learned reward. However, we find that performance of CRL softmax and
argmax is significantly degraded, but much better than a random policy. This provides further
evidence simply framing DDT learning as a classification problem is in sufficient for learning good
reward function and that the flexibility of interpolation leaf nodes (IL) to learn real valued reward
outputs helps with both interpretability and downstream RL performance.

This provides evidence that our framework maintains high performance for much longer horizon
and more difficult tasks when using interpolated leaf nodes (IL). Even though tree structures can
help with interpretability, the deeper the tree, the harder it is to understand what is going on. In
Figure 13 in the Appendix, we visualize the learned IL Reward DDT. While there are some noticeable
trends, it is also hard to interpret exactly how the DDT has learned to route nodes. Thus, while our
results provide evidence that high-performing policies can be learned via RLHF using reward DDTs,
the more complex the DDT, the more difficult it is to interpret.
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(a) DDT without activation penalty regularization (b) DDT with activation penalty regularization

Figure 6: Visualization of Breakout Reward DDTs. We plot the DDTs trained without (a) vs
with (b) a regularization penalty on the internal node routing probabilities. Dashed lines denote leaf
nodes that are never reachable.

(a) DDT without activation penalty regularization (b) DDT with activation penalty regularization

Figure 7: Visualization of Beam Rider Reward DDTs. We plot the DDTs trained without (a)
vs with (b) a regularization penalty on the internal node routing probabilities.

4.3 Atari

As a final test of the efficacy and scalability of learning interpretable rewards via DDTs, we trained
reward DDTs on the Beam Rider and Breakout Atari games (Bellemare et al., 2013). Learning
rewards for these games is challenging as the states are high-dimensional pixel inputs consisting of
stacks of four 84 × 84 video frames and many prior works have used Atari games to study reward
function learning (Christiano et al., 2017; Tucker et al., 2018; Ibarz et al., 2018; Brown et al., 2019).

Setup To train our reward DDT, we used the open-source offline preference datasets collected
by Brown et al. (2019)1. We then examine whether a reward DDT can match the RL performance
of T-REX, a deep convolutional neural network offline RLHF approach proposed by Brown et al.
(2019), while also being interpretable. Because of the complexity of the task, we use sophisticated
internal nodes and IL leaf nodes with Rmin = 0 and Rmax = 1 (see Appendix G for full details).

Because generated heatmaps for Atari, have been shown to have mixed results (Brown et al., 2019),
we opt to use traces for interpreting the learned reward DDTs. As before, the trace for an internal
node begins with the state that has maximum probability of being routed left and ends with the
state that has minimum probability of being routed left. For ease of visualization, we show the first
and last state in the trace and find that they still provide useful information about the internals of
the learned reward function.

1https://github.com/hiwonjoon/ICML2019-TREX

https://github.com/hiwonjoon/ICML2019-TREX
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DDT Baseline
¬penalty ¬penalty penalty penalty T-REX

Game ¬argmax argmax ¬argmax argmax

Breakout: Mean(Std) 20.2 (34.4) 50.0 (105.3) 83.5 (130.9) 51.5 (100.6) 58.3 (42.4)
Breakout: IQM 12.8 16.6 29.3 15.0 48.9
Beam Rider: Mean (Std) 237.2 (322.2) 189.4 (284.6) 39.9 (40.7) 107.6 (288.2) 323.1 (335.9)
Beam Rider: IQM 94.9 64.1 30.2 7.6 254.9

Table 3: Reinforcement learning using reward DDTs. We report mean, standard deviation
(Std) and inter-quartile mean (IQM) across 10 different seeds of RL evaluated for 100 epsiodes each.

For each learned reward, we optimized a policy by training an A2C (Mnih et al., 2016) agent using
Stable Baselines 3 for 10 million timesteps. As done in our previous experiments, when training
the RL agent, we utilize each learned reward DDT in two ways: we either obtain a soft reward
over all leaves from tree or we choose the path with maximum routing probability and the reward
in this case is obtained by argmaxing over the maximum probability path. We report mean and
standard deviation across 10 seeds evaluated for 100 episodes each as well as the inter-quartile mean
(IQM), which has been proposed as a better alternative when evaluating smaller numbers of seeds as
recommended by prior works (Patterson et al., 2023; Agarwal et al., 2021).

Results

While trying to create synthetic traces, we discovered that some of the leaf nodes were never reachable
(e.g., the right child of Node B and C in case of Breakout Fig 6a and the right child of Node C in case
of BeamRider Fig 7a). We re-trained the sophisticated reward DDT with the same hyperparameters,
but with an added penalty regularization to ensure that, on average across many inputs, each internal
node routes left and right equally often across both environments (see Appendix A for details).

We create a synthetic trace for the unregularized reward DDT for Breakout Fig 6a by visualizing
states that are routed with maximum and minimum probability to left and found evidence that
states that have more bricks missing are routed left to Node B while the states in Node A that
have few bricks missing have a lower routing probability and thus are routed right to Node C. Both
child nodes of the root node only use their respective left leaves and do not route any state to their
respective right leaves, thus a synthetic trace could not be visualized for either Node B or Node C.
Fig. 6b shows a similar trend, where the DDT learns to reward missing bricks. Interestingly, we did
not find any evidence that the reward DDT learned to recognize the event of the ball hitting a brick.
Instead of learning the causal ground truth reward that provides a reward each time a brick is hit,
the reward DDT exhibits causal confusion (Tien et al., 2023) by learning to reward missing bricks.
Similar to CartPole, we describe this as a “silent misalignment problem". The reward function has
learned to reward the wrong thing but this actually leads to behavior that appears aligned based on
RL performance in distribution.

We similarly visualize traces for each internal node in the sophisticated reward DDT trained for the
Beam Rider game without penalty (Fig 7a) and compare it against that of reward DDT trained
using penalty (Fig 7b). In Fig 7a we see that Node A routes states where agent hits an enemy ship
to the left and states where it misses enemy ships to right. Then Node B routes states where it
looks like it will hit an enemy ship to a reward of 1.0 but interestingly routes states where it has hit
an enemy ship to a reward of 0 (yellow flash indicates an enemy being destroyed). This allows us
to see a misalignment in the learned reward function. We investigated this further and found that
when the agent loses a life, this also triggers a flashing yellow screen. Thus, the agent appears to be
misinterpreting the yellow flash and associating it with losing a life, when it should be associated
with a good reward for destroying an enemy ship. We also created traces for reward DDT trained
with regularization penalty on routing probabilities for Breakout and BeamRider. We observe similar
trends of misalignment (Node B) of the learned regularized reward DDT for BeamRider (Fig 7b).
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In Table 3 we summarize learned policy performance under 4 different scenarios (without penalty
and without argmax (returning soft reward averaged over all leaf nodes), without penalty and with
argmax, with penalty and without argmax, with penalty and with argmax) for both Beam Rider
and Breakout along with T-REX performance on each of these games. Our results in terms of
performance are mixed. We find evidence that using the soft reward output (¬argmax) of a DDT
leads to the best RL performance. Interestingly, we observe that penalty regularization helps RL
performance in case of Breakout but leads to degradation in RL performance in case of Beam Rider.
However, in terms of IQM, the RL performance when optimizing the DDT rewards is not able to
match the performance of the end-to-end neural network baseline.

For Beam Rider, we examined the learned RL policies for both reward DDTs and TREX and found
that the misaligned reward did lead to misaligned behavior: agents across various seeds for both
DDT and TREX move to one end of a screen, learn to stay alive, but never fire at the enemy ship,
thus avoiding getting hit but also avoiding scoring points. Notably, in case of reward DDTs, both
with and without penalty, we could detect this misalignment before running RL using our synthetic
traces, but for TREX which use a dense black box neural network for learning reward, we could not
diagnose this misalignment in reward function prior to running RL.

5 Discussion and Future Work

Our work provides mixed results regarding the utility of reward DDTs. On one hand, we provide
evidence that reward DDTs are a viable alternative to end-to-end deep network rewards and can
sometimes perform on-par with their deep neural network reward counterparts; however, for complex
domains like Atari, the best performance comes at the cost of using DDT in a way that is not
interpretable: using a soft reward output that is a weighted sum of outputs of all leaf nodes. Ideally,
we could use reward DDTs with hard (argmax) reward outputs—the reward output during policy
optimization would come from a single leaf node, allowing us to trace the reward output to a
small number of binary routing decisions at the internal nodes. While optimizing this kind of hard
output (argmax) process works well for the simpler domains we studied (e.g., CartPole and MNIST
Gridworlds); it seems to hurt performance on more complex domains. We hypothesize this might be
a result of the reward function being too sparse. Thus, our results reveal a tension between wanting
highly shaped rewards to ensure good RL performance, while also wanting simple, non-shaped
rewards to afford interpretability. Future work should investigate this trade-off in more depth.

In terms of interpretability, we find that for low dimensional tasks such as Cartpole and MNIST
GridWorld environments, our framework is capable of providing global explanations that reveal inter-
esting insights into the learned reward. For higher dimensional tasks such as Atari, we approximate
global explanations by leveraging aggregations of local explanations by finding the input states that
maximally and minimally activate the routing probability of each internal node. However, we also
find that the deeper the DDT, the harder it becomes to interpret the learned reward. We also present
evidence that demonstrates the practicality of using reward DDTs as a kind of alignment debugger
tool to inspect learned reward functions for alignment with human intent. In particular, we provide
evidence that reward DDTs can reveal cases of silent misalignment. By running policy optimization,
we also find that baseline black-box neural network rewards are also misaligned. Importantly, the
interpretability of a reward DDT reveals the silent misalignment without needing to run RL.

Future work should investigate using our framework to understand and interpret existing pre-trained
neural network reward models that are known to lead to unintended consequences (Christiano et al.,
2017; Ibarz et al., 2018; Javed et al., 2021; Tien et al., 2023) by distilling these networks into reward
DDTs. Future work also includes investigating how to fix a known misaligned reward DDT by
fine-tuning leaf and internal nodes based on human feedback, perhaps by using human-in-the-loop
representation and feature learning (Bobu et al., 2022; 2023) or using methods for identifying
causal features using small amounts of human annotations (Ghosal et al., 2023b). Future work
shouldalso explore how to extend the ideas in this paper to transformer-based reward functions used
in LLMs (Ouyang et al., 2022) and investigate the effects of increasing tree depth on interpretability.
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A DDT Routing Penalty Regularization

We take inspiration from [19] for adding penalty regularization and we first explain how penalty is
defined at each internal node and then elaborate on calculating penalty for a single state over the
whole DDT.

The cross-entropy between desired routing probability distribution of an internal node such that
it’s children nodes are equally used and the actual routing probability distribution is referred to as
Penalty and is given by

αi =
∑

x P i(x)pi(x)∑
x P i(x)

where the probability of a current internal node is pi(x) and path probability from root node to an
internal node is P i(x).

Penalty over the whole DDT for a single state is defined as sum over all internal nodes for the given
input x

C = −λ
∑

i∈ Inner Nodes
0.5 log (αi) + 0.5 log (1 − αi)

where hyper-parameter λ controls the strength of penalty λ in reward DDT so that the penalty
strength is proportional to 2−d and decays exponentially with depth of tree. Finally the penalty
term for learning reward tree from pairwise preferences is calculated by taking the mean over all
penalties for all states in the pairwise demonstrations.

B Cartpole

The baseline neural network is comprised of 2 fully connected layers, each of dimension 16 to learn
the reward function. For reward models, both DDT and neural network, we use 2000 training and
200 validation pairwise preference demonstrations, each of length 20, with Adam optimizer and
lr = 0.001 and weight decay= 0.

For running RL on ground truth reward as well as under learned reward models, we use Stable
Baselines3 PPO with batchsize = 1024, lr = 0.001, gaelambda = 0.8, gamma = 0.98, nepochs =
20, nsteps = 2048 for 500000 total timesteps across 5 environments for both In-Distribution and
Out-Of-Distribution starting cart positions.

In case of In-Distribution starting cart positions, we found that out of 10 seeds that we report results
on ,3 seeds of RL policy learned under the neural network reward function seem to suffer from
catastrophic forgetting leading a high standard deviation , with Mean and IQM, marginally lower
than RL performance under ground truth reward function as well as performance of policices learned
under soft reward and maximum probability path of DDT.

C MNIST Gridworld Additional Details

In this environment,the action space a contains 4 main actions: go left, go right, move up, move
down. The transition function is stochastic and moves the agent in the direction chosen with an 80%
probability as long as the action does not take it off of the grid. Actions that would result in leaving
the grid result in a self transition.

And the neural network used to learn reward from pairwise human preferences consisted 2 convolutional
layers with kernel size 7 and 5 respectively and stride 1 with LeakyRelu as the non-linearities followed
by 2 fully connected layers.
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(a) Pairwise trajectory preference (b) Visualization of Learned Reward DDT

Figure 8: MNIST (0/1) Gridworld. (a) A pair of trajectories with the same starting state, where
the blue trajectory (which visits more 1’s) is preferred over the red trajectory. (b) Heatmap of
Learned Reward DDT : The dark pixels at center of heatmap form an approximate shape of digit 1
and are routed to right as the dark colors in heatmap mean that those pixels are turned off, while
lighter pixels represent shape of digit 0 and routed to left as those pixels are turned on. Leaf nodes
are depicted as circular nodes with their soft reward values.

In Table 4, we report the accuracy of learned reward DDTs with CRL and IL leaf nodes over pairwise
preferences generated using the held-out validation dataset, both when using soft reward outputs
and when using the output of the maximum probability path in the tree (argmax) for both type of
our DDT and compare it against that of a convolutional neural network. Our results show that our
IL DDTs can often achieve high accuracy despite not using any convolutional filters even on held out
data. Using soft reward with IL leaf nodes offers comparable accuracy to that of CNN while using
the reward from maximum probability path leads to a small decrease in accuracy, but still performs
better than a DDT with CRL leaf nodes in both soft and argmax settings.

Reward DDT Baselines
CRL Soft CRL Argmax IL Soft IL Argmax NNet

MNIST 0-3 77.57% 77.10% 97.75% 94.88% 99.21%
MNIST 0-9 72.71% 68.46% 90.83% 81.78% 92.40%

Table 4: Accuracy of the learned reward models on the 25000 pairwise preferences generated using
the held-out validation dataset. Since MNIST 0-3 Gridworld is of size 5x5, we use trajectory length
of 5 in the pairwise preferences while MNIST 0-9 Gridworld has size 10x10 , thus we use trajectory
length 10.

D Additional domain: MNIST (0/1) Gridworld

We also show here an even simpler version of MNIST gridworld where there are only two possible
digits. For training the reward DDT with simple internal nodes and CRL leaf nodes, we use a
learning rate of 0.001, weight decay of 0.05, and the Adam optimizer (Kingma and Ba, 2014).

Reward DDT Baselines
CRL Soft CRL Argmax IL Soft IL Argmax NNet Random

MNIST 0-1 92.37% 82.27% 99.98 100% 98.2% 7.38%

Table 5: RL Performance as the percentage of expected return obtained relative to the performance
of an optimal policy on the ground-truth reward.

Setup We begin by examining our framework for image based inputs on the simplest gridworld
environment. In this 5x5 gridworld each state in the MDP corresponds to a MNIST digit 0 or 1. To
test whether we can learn an interpretable reward function from pairs of preference demonstrations
over trajectories (see Fig 8a for an example), we modeled the reward as a DDT of depth 1 with one
simple internal node as the root node and 2 CRL leaf nodes with reward vector R = (0.0, 1.0). We
also compare the RL performance of the same reward DDT but with IL leaf nodes.
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Results The resulting heatmap in Fig 8b provides evidence that the reward DDT learns to branch
based on visually interpretable features that correspond to a hand-written 0 (routes to left leaf node)
and a hand-written 1 (routes to right leaf node). The RL performance using the Soft Reward from
CRL Leaf DDT on MNIST 0-1 environment is shown in Table 5 is comparable to a deep neural
network reward function trained on pairwise preferences. We observe that taking the maximum
probability path across the learned reward tree results in a small decrease in performance relative to
when we take soft reward from the learned DDT. The RL performance of IL Leaf DDT outperforms
that of both CRL DDT and a deep neural network, hence it provides evidence that our DDT
framework is capable of learning an interpretable and useful reward function.

E MNIST (0-3) Gridworld Additional Results and Analysis

In this section we provide detailed analysis about interpretability of different DDTs, beginning from
comparison between Reward DDT and Classification DDT, then comparing Reward DDTs constructed
using two different leaf node formulations, followed by comparison of different regularization on a
reward DDT.

Note that for both reward DDTs with different leaf nodes CRL and IL, we trained using a learning
rate of 0.001 and weight decay 0.005 and the Adam optimizer. And the neural network details are
same as defined above in Appendix D.

E.1 Min-Max Reward Interpolation Tree vs Classification tree

We train a DDT with explicit reward labels and a classification loss, as in, we re-produce the
classification DDT from [19] and compare it to reward tree learned using preferences(refer to Sec
4.2.2 of main paper).

For comparison of reward tree against the classification tree trained using ground truth labels, we plot
the heatmaps of internal nodes in both the trees and our results in Figure 9 give evidence that reward
tree can capture visual features without any loss in interpretability when compared to the one learnt
from simple ground truth labels, even though preferences used here are weaker supervision than
ground truth label since preferences used in our experiments are binary as compared to ground truth
labels which are 0,1,2,3 corresponding to each actual digit image. This is particularly important in
cases where explicit labels are either missing or are hard to be specified or require intensive user-input
efforts.

In Figure 9b Node A activates strongly for pixels in the middle of 1s and 2s, routing them left, while
and 0s and 3s are routed right. Node B routes left for vertical pixels in the center and sends 2’s
left and 1’s right (note the light shadow looks like a 2 while the darker shadow in the middle that
looks like a 1). Node C learns to distinguish between 0s and 3s, routing 3s left and 0s right. This is
comparable to the activation heatmaps of the node probability distribution at each of the internal
node described for reward tree(in Sec 4.2.2 of main paper).

E.2 Min-Max Reward Interpolation Leaf DDT vs Multi-Class Reward Leaf DDT

We train and compare two reward DDTs with simple internal node architecture but with different
leaf formulations using the same Bradley-Terry loss over preference demonstration in Figure 10 by
visualizing the activation heatmaps of routing probability distributions for the internal nodes and
the leaf distribution for each leaf node.

In Figure 10b, each internal node learns to capture almost the same visual feature while the leaf
nodes fail to specialize as the argmax output from first two leaf nodes is always a 0 and last two leaf
nodes always return a 3. Multi-class Leaf DDT fails to pick up on individual digit in the trajectory,
despite requiring the user to input discrete reward vector whereas in the Min-Max Interpolation
Leaf DDT each internal node captures different visual attributes and each of the leaf nodes in the
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(a) Reward Tree trained using preferences

(b) Classification Tree trained on ground truth label

Figure 9: Visualization of MNSIT (0-3) Reward vs Classification Tree

interpolated reward DDT is specialized, even though no discrete reward values were given as an
input.

This shows that Min-Max Reward Interpolation Leaf DDT is beneficial over Multi-Class Reward
Leaf DDT with respect to interpretability and also in terms of human-input efforts. for all states in
the pairwise demonstrations.

E.3 Min-Max Reward Interpolation DDTs with Simple Internal Nodes vs
Sophisticated Internal Node

We compare our 2 methods of constructing internal nodes for a reward DDTs.

Since Min-Max Reward Interpolation Leaf DDT outperforms Multi-Class Reward Leaf DDT, hence
we train two different Min-Max Reward Interpolation Leaf DDTs, first one with simple internal nodes
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(a) Min-Max Reward Interpolation Leaf
DDT (b) Multi-Class Leaf Reward DDT

Figure 10: Visualization of MNSIT (0-3) Reward Trees: Min-Max Reward Interpolation
Leaf vs Multi-Class Leaf

(a) Min-Max Reward Interpolation Leaf DDT
with Simple Internal Nodes

(b) Min-Max Reward Interpolation Leaf DDT with So-
phisticated Internal Nodes

Figure 11: Visualization of MNSIT (0-3) Reward Trees :Simple Internal Node vs Sophis-
ticated Internal Node

and second one with sophisticated internal nodes where a sophisticated internal node contains a
single convolutional layer with filter of size 3x3 and stride 1 with Leaky ReLU as the non-linearity
followed by the fully connected layer.

In Figure 11b Node A activates strongly for pixels in the middle of 1s and 3s, routing them left, while
and 0s and 3s are routed right. Node B routes left for vertical pixels in the center and sends 1’s left
and 3’s right (note the darker shadow in the middle that looks like a 3). Node C learns to distinguish
between 0s and 2s, routing 0s left and 2s right. This is comparable to the activation heatmaps of the
node probability distribution at each of the internal node described for reward tree(in Sec 4.2.2 of
main paper).

Our results depict that in a medium-complexity environment with visual inputs, both DDTs yield
relatively equal interpretability but with a higher-complexity environment with larger visual input
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size such as Atari, the reward DDT with sophisticated node should be used as convolution layer with
non-linearity are more powerful in terms of processing an input than a simple fully connected layer.

E.4 Multi-Class Reward Leaf DDT Regularization

Since the DDT with Multi-Class Reward Leaves failed to specialize, this lead us to add the penalty
term to the Bradley-Terry preference loss for training the Multi-Class Reward Leaf DDT.

(a) Multi-Class Leaf Reward DDT with penalty calculated over a batch of 50 pairwise preference
demonstrations where each demonstration has a single state

(b) Multi-Class Leaf Reward DDT with penalty calculated over a batch of 50 pairwise preference
demonstrations where each demonstration has a single state

Figure 12: Multi-Class Leaf Reward DDT with penalty calculated over different temporal window
lengths

For training the Reward DDT,we calculate penalty over batch of 50 pairwise demonstrations where
each demonstration contains a single 28x28 greyscale image.To check interpretability, we plot
the activation heatmaps of routing probability distributions for the internal nodes and the leaf
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Figure 13: Synthetic traces of MNIST 0-9 IL Reward DDT of depth 4.

distribution for each leaf node in Figure 12a and the resulting plots are hugely pixelated, causing a
loss in interpretability.

Following this, we increase the temporal window size for calculating penalty, as suggested in [19],
and thus we calculate penalty over a pair of 50 preference demonstration where each demonstration
is now 50 states long, as opposed to previous case where each demonstration contained a single state.
And we again visualize the heatmaps at internal nodes and leaf distributions for each leaf node in
Figure 12b. The heatmaps here are little better in contrast to Figure 12a but still have a huge loss
of interpretability as compared to Figure 10b.

F Synthetic trace for MNIST 0-9 Reward DDT

We create synthetic traces Fig 13 of learned DDT with IL leaf nodes across all digits in MNIST. From
the traces, we can observe that root node splits the digits based on whether they have more of vertical
formulation or circular formulation. The digits with more vertical edges (such as 1,2,3,4,5,8,7,9) are
routed to Node B while those with more curved edges (such as 0,2,3,5,6,8) are routed to Node C.
Note some digits such as 2,3,4,8 in the actual MNIST dataset can either be more lean with straight
form or can possess more rounded-curve form. The children node of Node B and C then differentiate
further between each of the digits routed, as in, children of Node B learn to pick on spread of vertical
edges while children of Node C distinguish between forms of curvature. These children’s children
then learns to pick and specialize in certain specific digits.

G Atari

The input to DDT here is a 5-dimensional tensor of size B × 2 × S × 84 × 84 × 4 where B represents
batch size of pairwise preference demonstrations while 2 is represents of number of demonstrations in
a pairwise preference and S represents number of states in a single trajectory. We used batch size
B = 25 and S = 25.The sophisticated internal node architecture here consists of a single convolution
layer with kernel of size 7 × 7 with a stride of 2 and LeakyRelu as the non-linearity followed by
the fully connected linear layer for producing the routing probability inside a tree.We used IL leaf
nodes with Rmin = 0 and Rmax = 1. Note that we choose these min and max values for simplicity;
though the actual numerical value of Rmin and Rmax can be chosen at the discretion of the user since
policies are invariant to positive scaling and affine. The baseline T-REX, that we compare to has an
architecture similar to Christiano et al. (2017) and consists of 4 convolutional layers of sizes 7x7,
5x5, 3x3 and 3x3 with strides 3,2,1 and 1 respectively, where each convolutional layer has 16 filters
and LeakyReLU as non-linearity, followed by a fully connected layer with 64 hidden units and a
single scalar output.


